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Abstract: In this paper, a periodic variation detected in tbagitude phase drift first derivative of

a sun-synchronous satellite (CBERS) is modeledfidtated, aiming at improving the performance
of the autonomous satellite orbit control procedpresented by the authors in a previous work [1].
This new filtering process can be thought of asigpea second smoothing layer applied to the
ground track drift first derivative. This is donetlwthe help of a curve fitting process, where an
algebraic expression is used to match the timeuganl curve resulting from the first smoothing
layer. In this way, the curve fitting becomes atirojzation process where one wishes to find out
what are the values of the considered algebraicesgion that best minimize the residuals between
the two curves. Here, these parameters are fourd lp of an Evolutionary Algorithm. As a
bonus, the mentioned procedure also provides anatlag to determine the value of the second
time derivative of the longitude phase drift at Btpw. Moreover, it was possible to discover that
the fourth coefficient of the geopotential is th@inmsource of the periodic variation present in the
longitude phase drift first derivatives. The beloawf the whole system is evaluated by means of
simulations of a CBERS-like phased remote sensitadlite orbits for both realistic and worst case
conditions of solar activity.

Keywords: autonomous orbit control, autonomous navigatiompugd track drift estimation,
parameter optimization

1 Introduction

In a former study [1], it was analyzed a versionaof autonomous orbit control procedure that
makes use of improved orbit estimates provided Isymgplified GPS-based navigator [2] and of
variable amplitude semi-major axis correctionspider to keep the ground track phase drift at the
Equator, D, of a CBERS-like sun-synchronous s#tellvithin its allowed variation range. The
CBERS (China-Brazil Earth Resources Satellite) llt@tgorogram is a Chinese-Brazilian project
aimed at the monitoring of Earth’s natural resosirdéne approach used in [1] calculates the semi-
major axis maneuver amplitude in order to maxiniEtime between consecutive maneuvers and
minimizing, in this way, the maneuver applicatiasmmber. For sun-synchronous orbit satellites in
phase with the Earth’s rotation, D is the param#tat presents the higher frequency of corrective
maneuvers application. A polynomial approach [ergly proposed to calculate the second time
derivative of the ground track phase drift, of such kind of satellites was also used in fbaner
article [1]. It helped reducing the uncertainty gamst in the computed, allowing more precise
calculations of the semi-major axis maneuver amgidis and contributing to reduce the number of
applied maneuvers, as originally desired.

The simplified GPS navigator improves the nominabmetric navigation solution provided by
GPS receivers. This is done by directly using tiESGolution as input (observations) for a real
time Kalman filtering process. The orbital statetee has been extended in order to include the
systematic error that is imposed to the GPS gearsitution by the changes in the set of satellites
which are visible to the receiver.

The investigation of the results obtained in thevipus work [1] allowed to observe that, even after
the application of a smoothing procedure, a petia@iriation has still remained in the computed

first time derivative of the ground track phaseftdrD . Since this derivative is needed to foresee
the time evolution of the ground track phase dtstlf, it shall be accurately estimated. The weci



knowledge of the future time evolution of the grduimack drift is required if one intends to
increment the degree of confidence of the orbitenaer computation process.

One observed that the period of the mentioned cyariation orD was of about one day. It was
also verified that this periodic variation has ge®potential as its main source.

In this article, the cyclic perturbation on the @itieed D is presented, studied and a filtering
procedure for it is proposed. The filtering procedmakes use of a curve fitting process, where a
line plus sine formula is used to generate an aqmate curve for the cyclic perturbation curve of

D . Next, the parameters of the formula that defitres approximate curve are varied until it
matches the original curve. In this way, the curiteng process becomes an optimization process
where the parameters of the approximate curvehareimknown variables and one desires to find
out what are the parameters values that best nagsithie residuals between the two curves. Here,
these parameters are found with the help of a dyBriolutionary Algorithm. The GEO + ES
algorithm [5] was applied to the problem, in ortieiconjugate the good convergence properties of
the Generalized Extremal Optimization - GEO [6]acaithm with the self-tuning characteristics
present in the Evolution Strategies — ES methodlsAS a bonus, the mentioned procedure also

provides another way to determine good estimatd3 .of

The behavior of the system is evaluated by meansuoferic simulation of CBERS-like phased
remote sensing satellite orbits. For the CBERSIIgatseries the maximum allowable variation
range for D is £4km. The aim of the paper is tafyehe impact the addition of a second smoothing

layer applied toD has on the performance of the entire autonomousai@ystem, when compared
to the results already obtained for the same gat@tl the previous works. Both realistic and worst
case conditions in terms of solar activity werestdered in the simulation.

2. The Cyclic Perturbation, Its Source and the Proposed Filter

In an attempt to find out what was causing theicymrturbation onD a realistic orbit propagation
software were run several times. On each one sethéns a specific perturbation source routine was
deactivated, such as sun and moon gravitatiorralcttin, solar radiation pressure, atmospheric,drag
and, finally, the number of terms used in the gem@l force model. It turned out that this lasé avas,

in fact, the source of the cyclic perturbation searD , as it can be seen with help of Figure 1.a. It
shows the behavior of the time evolution of whHendeopotential coefficients are successively atinled
the orbit simulation process. As it can be obsemnw@dn terms up ta,dre added the cyclic perturbation
appears, fact that remains true for higher oraerdeApart from selectively deactivating the pdsasion
sources as just described, the methodology usealdolate the smoothed observationdoforesented

in Fig. 1.a is the same one already described.in [1

600 600
§‘ b _§‘ b Curve fitting equations:
€ 400 £ 00| Line=202*(T-T)-84
§ 1o § ] Line + Sine = 20.2* (T-T,) - 84 + 55*sin(6.29*(T-T,)+5.0)
8 = B Obs.: T,= 18142 L
2 2005 2z 2001% R e L W & = o |
ol @@ 3
a o LS e Pm ERE e
T 01— iT 07 P Py
S -200 e S -200 b
2] oy e ] ine
[t 1 ﬁﬁw R S + 32 = b [ ] Line + Sine
B 400 e g 2 B -400
<] | <4 ]
o > J15 5
B 600+
18140 18142 18144 18146 18148 18150 18152 18154 8156 18140 18142 18144 18146 18148 18150 18152 18154 8156
Time, T (MJD) Time, T (MJD)
Figure 1.a - Effect of the Geopotential Bbn Figure 1.b - Filtering Equations fa@r

Further investigation has shown that the frequericthis cyclic perturbation remains the same
during the entire simulation interval (one yearyl dor both moderate and critical solar conditions
used in this paper (see sectidn Only the amplitude of the oscillation variese thigher ones

occurring with critical solar condition. This faechotivated the development of the filtering



procedure presented here. As can be seen in Hig.most of the cyclic perturbation is easily
modeled by the sum of an inclined line and a siffeen, the filter model takes the following
equation:

Dy (X, 1) = X, A + X, + X3 [Bin(x, 0 + Xs) (5)
where Dy is the value ofD predicted by the filter at a given time instantdays); x is the line
slope, in m/da¥ x, is the line value at t=T in m/day (£=18142 in the example given in Fig. 1.b);
X3 is amplitude of the cyclic perturbation, in m/day;is the frequency of the cyclic perturbation, in
rad/day and xis the angular phase of the cyclic perturbatiarrad. In Eq. 5, the x values are the
unknowns of the curve fitting process. The optimalalues, that is, the values of the x variables
that produce the best match among the filter modele and observed data bf, will be computed

in the sense of minimizing the sum of squarediteds. Mathematically:
t=t, t=t,

Minimize F(x)= Y ()= D" (Dy (x,t) ~D(1))? (6)
t=t,_, t=t,_,
Subject to:  Xmin <= X <= Xmax
EqQ. 6 represents an optimization problem wherethective function to be minimized,¥( is the
sum of the squared residuals, r(t). Considering thds the time instant of the most recent
observation ofD, the time interval for the curve fitting is chosey means of n, the number of

observation samples @ previous togthat will be considered.

3. Autonomous Control Procedure Overview
A block diagram of the autonomous control systemsatered in the present article is given in
Figure 2. It gives an overview of the full simutatiloop.
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Figure 2. Block Diagram of the Autonomous Contrgét&m

Except by the new filtering procedure far, the control system is basically the same already
described and used in [1]. For this reason, herly, @ brief description will be given. The precise
orbit estimates provided by the realist orbit piggtéon (Orbit Simulation block) are used in the
block “GPS Navigation Solution”, where random amaslkerrors equivalent to those of the real GPS
estimates are added to the precise orbit estimat§k], root mean square random errors of 100m in
position and 1m/s in velocity and systematic vasiag (bias) with values of the order of 200m and
duration of about 1 to 15 minutes were used forabarse GPS geometric estimates. The same
values are used in the present article. The Siragl¥lavigator takes the position components of the
GPS Navigation Solution as inputs and refines thgmmeans of a Kalman filtering process which
incorporates a procedure for automatic treatmeiabservation biases. Next, Raw Observations of
the ground track drift are computed from each $eimproved orbit estimates supplied by the
simplified navigator. These raw observations areppcessed in real time by the block
“Observations Smoothing and Compression”, in otdeachieve data smoothing and redundancy
reduction. The new filtering procedure by curvéirfg for D presented in this article is applied in
this block and allows also obtaining filtered vaus D . Finally, the computed observations of D,
D, and D are used within the Maneuver Determination procedsere the instants of orbit
correction applications are defined and their respe amplitudes calculated. Here, unlike what
was done in [1], information about,kand Fo 7 are no longer furnished to this block, but onlg th



control ranges. Once defined the need of a mangutgerexecution occurs within the block
“Maneuver Application”, where its amplitude and tleerresponding changes in the orbital
parameters of the satellite are calculated and segboclosing the simulation loop.
The following two conditions are used to verify theed of a corrective maneuver:
D(ty) > Dmax- Nso(tm) or (1)
B(tM+l) > Dmax' nSD'(tM) (2)
where D(ty ) and D(ty.,) are the smoothed values for D at instagtand .1, respectively. Raxis
a previously chosen control limiti(ty) is the standard deviation @f(t,); tv is the time instant of

the last (m-th) observation sample Bf known and ns is a real number. The idea behindition

2 is to use it to apply a maneuver at an instarit the estimated value for the ground track dift

tw is less than the allowed limit but the value fess for {1, the next maneuver verification
moment, is greater than the allowed limit. The sthed valueD(ty) is obtained from the raw

values of D by means of the same weighted moviregame procedure [4] described and used in
[1]. By its turn, the raw observations of D are quted from the orbit estimates issued by the
simplified navigator using:

Aa
(N + P/Q)] @)
where @ is the mean Equator radiuAQ is the right ascension of the ascending node tewnia
from the reference valueso is argument of latitude deviation from the refeewalue; N, P and Q
are three integer numbers used to define the nuotbenbit revolutions completed by the satellite
in one day, including its fractional part. The argant of latitude itself is given by =w+M , the
sum of the perigee argument and the mean anom#hedfatellite, respectively.
The future estimate foD(ty.,) is calculated assuming constant solar flux durhmgtime interval

between two successive maneuvers, which implidsairing constant ga being the orbit semi-
major axis) and parabolic time evolution curve BorMathematically:
D(ty.s) = D(ty)+ D(ty) At + 1/2 D(ty) (A1) (4)

whereAt = tys1-ty = Atcs is the elapsed time among two successive comptesaples ofD
supplied to the “Maneuver Determination” block bjet “Observations Smoothing and
Compression” block (see Figure 2)cs, being the time window considered for the obseéowst of

D:ae[ﬂAQ+

D, considered in the compression process. It is itapbto mention that the block “Observations
Smoothing and Compression” receives samples ob filRaw Observations” block and calculates
the smoothed values at a pace given by the time intefl and supplies samples of to the
“Maneuver Determination” block at a pace given bg time intervalAtcs, whereAtcs > Ats

(usuallyAtcdAts > 10). The value oﬁ(tM) is obtained from a three-stage procedure, of thekb
“Observations Smoothing and Compression”. TheseetBtages are the followings:D) values are
numerically calculated; ii)d values are smoothed, generating iii) D values are filtered,
generatingﬁ The values oD are calculated using:

D(te) = (D(ti) - Dl(tia))/(tic - tis) (5)
where {1 = Ats is the elapsed time among two successive sampl&s. ®y its turn, the values

of D at the instantsit and f are obtained by smoothing the values of D suppt@dhe
“Observations Smoothing and Compression” block H®y ‘tRaw Observations” block at the same

instants. Next,D(t,) values are smoothed using the same weighted maviegage procedure [4]

used for D, generating the valuesﬁﬁk). Finally, the filtering procedure described intsat 2 is

applied. After choosing a time interval for thedil, Ats, the corresponding number of data samples,
n, is calculated from n=INT\{/Ats) and the GEO+ES [5] algorithm is applied to theimization



problem defined in Eq. 6, retrieving*, the best solution found for the filter. Among the

components oik*, x; corresponds toﬁ(tk), the filtered value ofD(t, )In this way, ﬁ(tk)is

directly obtained from filtering the values Ef(tk) . Fromx*, one also has{i(:ﬁ(tk_n) , the filtered
value for the first derivative of the ground tradft at the instant,t,, that is, at the beginning of

the filtering interval ({,=T¢=18142, in the example of Fig. 1.b). The valueﬁﬂk) is taken as the
value of the linear component of the fitted cunveéhe time ¢

D(ty) = D(ten) + D(t) (At = X, +X; At (6)

It is worth mentioning thaﬁ(tk) and ﬁ(tk) values are calculated after constant time intsrval
equal toAts (that is:Ats = t+1— & = constant) and when the numbeiAd§ intervals matcheAtcs,

the corresponding values E(tk) and ﬁ(tk) are taken as the values%KtM) and ﬁ(tM) , that is:
the input values of the “Maneuver Determinationddi, used in Eq. 4. For the time interval when

the filter is not yet being applied to tH® data (just after a maneuver execution, for insggnbe

values of B(tk) are supplied to the “Maneuver Determination” blogikstead of the value of

ﬁ(tk), which is not yet available. In these cases, éptacing the missingi:_)(tk), the polynomial

method proposed in [3] is used in order to caleilt, ) estimates. For this aim, it is considered
that the onboard autonomous control system of #hellge allows the reception of the required
values of K and ko7 as inputs, which are provided by internal sensotsy telecommand from the
ground.

Only the application of positive corrections to thebit semi-major axis is considered for the
maintenance of D inside the control ranges. Eaadhi-sgjor axis increment to be applied to the
satellite orbit is computed with the aim of chamgihe value ofD such that the further minimal
value of D, after the maneuver application, be etpua previously chosen inferior limit, 3. The
maximization of the time interval between the exmns of two successive maneuvers is implicit in
this strategy.

Considering some approximations which can be assuorephased sun-synchronous orbits like,
the maneuver size in terms of semi-major axis tianala, is calculated by [8]:

Te Qr [, 0 v = ,._

Aa:__t_R(D(tM)_DC(tM )) (7)
37T A,

where T is the average solar day (86400s=1day)sdhe semi-major axis of the reference orhit, a

is the mean Equator radius arﬁi;(m) is the last preprocessed value Df. CaseD is not

available,ﬁ Is used instead;D(tK,.) is calculated with help of the following equatiadépted from

[9]):

B(t;\rﬂ ) = _\/2 B(tlJ\r/l ) (B(t;\rll) - Dmin) = _\/2 5(tM ) (B(tM) - Dmin) (8)
where Dyin is a previously specified inferior limit of the@lved variation range of D.
Then, the tangential velocity incremefY/, is finally calculated by:
av, =52y @)
2ag
where V is the magnitude of the velocity vectothaf satellite.

4. Autonomous Control Test Results

The performance of the autonomous orbit controt@dore just proposed was verified through the
execution of a realistic simulation of its applioatto a CBERS-like satellite, in the same way it
was done in [1]. Figure 3 shows the solar profdessidered in the simulation.
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A maximal rate of about one maneuver applicationgobit period (~100 min) was imposed. It was
also considered a GPS observation rate (and coestygthe navigator output rate) of one estimate
each nine seconds. Only one among sixty orbit eséissets successively issued by the navigator is
used by the control system (meaning a rate of @ta édach nine minutes, that &g = 9min). .
After each autonomous maneuver execution the srimgptitocesses [4] applied to D afy were
restarted, in the same way it was done in [1].hiesé processes the time windows of 8h and 40h
were used for D and Drespectively. The same time windows were usedrfoderate and critical
solar activity conditions. All other parameterstioé smoothing not explicitly mentioned here were
set as in [1]. Time intervals of 12 and 5 days wiih maneuver occurrences were observed,
respectively for moderate and critical solar atgigcenarios. The vectoxs,n = [ -200, -1500, 10,
6.2, 0.0] andkmax = [ 200, 1500, 100, 6.4, @ were used in Eg. 6. Within the autonomous control
simulation loop, the GEO + ES algorithm was runhei@ime it was necessary to find the parameters
of the filter used for estimating the smoothed ealdor D (section 2). Since a maneuver, in

general, imposes a significant changeDin the only restriction observed in the filter apption is

to collect enough amount of data, i.e., a timerugtkewithout maneuvers greater that. For each
run, a thousand generations were allowed to ocahinnthe algorithm and this limit was used as a
stopping criterion. Three mutations per variableengsed, s=I=3. The limits for varying b were
set to yn=1.05 and Rax=10. The values 0d=0.0 and ofa=0.3 were used. The four parameters
just mentioned are internal parameters for GEO + ES

The results of the current study, considering magesolar activity condition, are shown in Fig.s 4
and 6 for the ground track drift time evolution ghd semi-major axis maneuvers, respectively. For
comparison purposes, Fig.s 5 and 7 present théseduained in [1] for the same conditions.
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The values Ra=3,800m and ns=0 were used in Conditions 1 anasidering Rin=-3,800m in
Eq. 8. Time intervals of 8h and 40h were used fooathing D and Dyespectively. For the filter,

Ate = 5 days was taken. Eleven maneuvers has occwvitdan accumulateda for the period of
2,034.7m. The major maneuver hAd=226.8m and the minadka=152.9m. From Fig. 4, it is
possible to see that, for the moderate solar agtwofile, the new autonomous control version used
the very limit of thet4km allowed variation range for D in order to reeube amount of applied
maneuvers. When compared with previous resultscanesee that there was a substantial reduction
in the number of applied maneuvers, since in [7],Maneuvers were needed against only 11
maneuvers in the current case. In terms of theragtatedAa, both results are practically the same
(2,092.4m in [1] against 2,034.7m here).

The results of the current study, when moderater sadtivity condition was considered, are shown
in Fig.s 8 and 10, for the ground track drift tirmeolution and the semi-major axis maneuvers,
respectively. For comparison purposes, Fig. 9 agdIA present the results obtained in [1] for the
same conditions. The value$,£x=3,800m and ns=0 were used in Conditions 1 anch@,Can=-
3,800m in Eg. 8. The values 8h and 40h were usednfimothing D and Drespectively. For the

filter, Atr = 15 days was used. The number of maneuvers wagthhdan accumulateda for the
period of 2,959.3m. The major maneuver Aa¢342.1m and the mindxa=90.4m. From Fig. 4, it

is possible to see that, for the critical solaivéyt profile, the new autonomous control versidsca
respected the very limit of thetkm (allowed variation range for D) in order to wed the amount

of applied maneuvers. When compared with previesslts, one can see that the reduction in the
number of applied maneuvers is even more subshainéia the one occurred for the moderate solar
activity condition. Now, 14 maneuvers were needgdiresst 26 maneuvers here. In terms of the
accumulated\a, both results are practically the same (2,953r0ph] against 2,959.3m here).
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5. Conclusions

In this article, it was analyzed a version of atbaomous orbit control procedure that makes use of
improved orbit estimates provided by a simplifieVigator. This procedure uses variable amplitude
semi-major axis corrections in order to keep theugd track drift at equator of a CBERS-like
satellite within the mission specified allowed waion range. A filter for a cyclic perturbation,
which is present in smoothed estimates of the fiestivative of the ground track drift, was



proposed, implemented and tested. The filter usearee fitting process whose parameters are
computed with help of an Evolutionary Algorithifhe main conclusion is that the objectives were
successfully achieved. The results of simulati@istaccomplished with the new method shown it
really has a good capability in removing the cygierturbation that is still present in the first

derivative estimates of the ground track drift deded by the previous application of algorithm

presented in reference [1]. This feature improveeé tutonomous orbit control procedure

performance the performance, since more accurdtelaaons of the semi-major axis maneuver
amplitudes could be computed and the number ofiegpphaneuvers could be reduced. The
obtained results can be considered very satisfaatut promising.
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