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ABSTRACT
In this paper a new multi-objective implementation of the generalized extremal optimization (GEO) algorithm, named M-GEO$_{vsl}$, is presented. It was developed primarily to be used as a test case generator to find transition paths from extended finite state machines (EFSM), taking into account not only the transition to be covered but also the minimization of the test length. M-GEO$_{vsl}$ has the capability to deal with strings whose number of elements vary dynamically, making it possible to generate solutions with different lengths. The steps of the algorithm are described for a general multi-objective problem in which the solution length is an element to be optimized. Experiments were performed to generate test case from EFSM benchmark models using M-GEO$_{vsl}$ and the approach was compared with a related work.
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General Terms
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1. INTRODUCTION
Although most of search-based software engineering works is concerned with testing [11], few approaches have been proposed for model-based testing (MBT). The test cases are derived from the system behavior models in MBT. Models can help to understand the system, can adapt well to changes in the system and also can be independent of programming languages and platforms. Testing from state models, as extended finite state machine (EFSM), generally consists in generating transition path (i.e. test case) based on a coverage criterion (e.g. all transitions) and also in generating adequate data for the parameters to take the path. Since determining the test data is an undecidable problem, search-based software testing (SBST) can be a promising direction to systematically generate test cases from EFSM. In contrast to code-based testing in SBST, a crucial difference in MBT regards the number of design variables, i.e., elements to be optimized. The code-based testing searches for the input values of the program under test to cover the test criterion, then the number of design variables is known. In MBT, a test case consists of a sequence of inputs, corresponding to a transition path in the model, and its length is also of concern to test case generation. In the MBT approaches based on search-based techniques, the test case length is established a priori and does not change during the evolution process. Kalaji et al. [13, 12] used a genetic algorithm to generate paths from EFSM with fixed length and, after the search, data were obtained to sensitize the paths. McMinn and Holcombe [18] proposed a SBST approach for the generation of sequence of function calls with their parameters using chaining approach to represent the sequence but also predefined the sequence length. Lefticaru and Ipate [15] applied search techniques to find the parameters values of a function calls sequence represented as a path in a state machine. As they chose the path to be covered, the sequence length and the number of parameters were known.

Determining the sequence length automatically motivated us to develop the evolutionary algorithm called M-GEO$_{vsl}$ (Multi-Objective Generalized Extremal Optimization with variable string length) that could optimize the sequence length according to the fitness criterion. The algorithm is derived from a multi-objective version of GEO (Generalized Extremal Optimization) [7], introducing the capability to generate solutions with different lengths during the evolution process. As a multi-objective approach, M-GEO$_{vsl}$ is aimed at solving problems when the solutions need to meet several conflicting objectives simultaneously. In the context of SBST, GEO methods have been successfully used to automatically generate test cases [1, 21, 22, 5]. M-GEO$_{vsl}$ was briefly described in previous works [21, 22] addressing only to test case generation. In this paper, we present the generic steps for the implementation of the algorithm to be applied in a multi-objective problem where the solution length is itself an element to be optimized.

Using M-GEO$_{vsl}$, we propose an approach that treats the test case generation from EFSM as a multi-objective optimization problem, which simultaneously finds the path that
contains a required transition and also minimizes the test sequence length. The paths as well as all the data involved in the path are generated during evolution process, including the parameter values. An open problem of testing from EFSM is the infeasible path generation, since conflicts can exist in guard conditions along a path. This problem is avoided, at least at the model level, by obtaining the path dynamically instead of analyzing only the structure of the model as usual. The approach has been evaluated for various benchmark models, as well as for real world applications, which shows its feasibility. In this paper, the experimental results for some benchmark models are presented. Moreover, the solutions generated in our approach is compared to the results of a related work [13]. In relation to multi-objective optimization for software testing, the approaches focus on different purposes: branch coverage and dynamic memory consumption of programs [14], coverage, cost and fault history for regression testing [23].

The paper is organized as follows. Section 2 presents M-GEO_{vsl}. Section 3 describes the test case generation approach from EFSM using M-GEO_{vsl} and shows the results of the experiments. Section 4 concludes.

2. M-GEO_{vsl}

This section describes the main aspects of M-GEO_{vsl}.

2.1 Solution representation

M-GEO (Multi-Objective Generalized Extremal Optimization) [10] is a multi-objective implementation of GEO [7] based on the Pareto optimality. GEO algorithm is a global search meta-heuristic that generalizes the extremal optimization (EO) method [4] inspired by a model of natural evolution. GEO is specially devised to be used in constrained or unconstrained problems, non-convex or even disjoint design spaces, with any combination of continuous, discrete or integer variables [8, 9].

In GEO methods, the population consists of a string of species and for each of them is associated a fitness value. A first difference between M-GEO and M-GEO_{vsl} is the population encoding. Each design variable in M-GEO is represented by bits and each bit is considered a species. In M-GEO_{vsl} a discrete encoding is used, in which each design variable is treated as a species. For instance, in Figure 1, the population with 6 design variables has 6 species in M-GEO_{vsl}, while in M-GEO has 18 species, if each design variable is encoded with 3 bits. The main differential of M-GEO_{vsl} is its capability to cope with different population lengths during the evolution process. For this purpose, the population consists of two parts (sub-strings): one with variable size and another with fixed size. In the variable part, the first species determines the length of the variable sub-string in a given moment of the evolution process. The fixed size part of the string can be optional and takes into account design variables of the problem that do not need a dynamic size representation.

The evolution process of M-GEO_{vsl} (Section 2.3) is similar to M-GEO, however the particularities of each algorithm influence the steps of the process in relation to the population encoding and mutation operator (Section 2.2).

2.2 Mutation operator

Each species is mutated according to its domain. A special case is the mutation of the first species of the population’s variable part. Two situations should be considered when this species is mutated: the new value increases or decreases the current one. In the first case, new species are appended to the end of the sub-string with random values. In the second case, the last extra species are ignored. In this way, the algorithm can generate populations with different lengths. Figure 2 shows mutations in both parts of the population: a) mutation at the variable part: the first species of the variable part is mutated from the value 3 to 4, then one species is added into the string, and from the value 3 to 2, the fourth species is ignored; b) mutation at the fixed part: a species of the second part is mutated to other value in its domain.

2.3 Evolution process

The evolution process of M-GEO_{vsl} is illustrated in Figure 3. In each iteration of M-GEO_{vsl}, one objective function is randomly chosen with uniform distribution to be used as a function of fitness assignment. Thus, M-GEO_{vsl} does not use directly the concept of non-dominance as criterion to guide the search used in Multi-objective Evolutionary Algorithms (MOEA) like NSGA-II, NPGA, MOGA and SPEA [6], but uses a rather simpler strategy similar to an early MOEA, VEGA [6], together with a re-initialization scheme in order to increase the possibility of finding solutions over the entire Pareto front.

Figure 1: M-GEO \times M-GEO_{vsl}: population

Figure 2: M-GEO_{vsl}: mutations

Figure 3: M-GEO_{vsl}: evolution process

The practical implementation of M-GEO_{vsl} is as follows.
1. Initialize the population: for the first part of the population, generate a random integer value $R$ for the first species and initialize randomly a string of length $S$; and for the second part, if exists, initialize randomly a string of length $S$.

Then the population $\bar{x}$ consist of $R+1$ species of the first part, plus $S$ species of the second part:

$$\bar{x} = x_0, x_1, \ldots, x_R, x_{R+1}, \ldots, x_{R+S}.$$

2. Mutate each species $i$ to other value $mut_i$ of its domain, one at a time, generating $\vec{x}_i$. All objective functions evaluate $\vec{x}_i$, calculating $F(\vec{x}_i) = [F_1(\vec{x}_i), \ldots, F_n(\vec{x}_i)]$, where $n f$ is the number of objective functions. After this evaluation, the value of the species $i$ returns to its original one. This process is repeated for all species. Then all $n f$ objective functions are evaluated to all $\vec{x}_i$, where $i = \{0, 1, \ldots, R+S\}$.

Using $\vec{x}_i$, the approximation of the Pareto front is verified and updated, as necessary to contain only non-dominated solutions, and is kept in a separate archive. A solution $\vec{x}_i$ is said to dominate a solution $\vec{x}'_i$ if and only if $F_i(\vec{x}_i) \leq F_i(\vec{x}'_i)$, $\forall i \in \{1, \ldots, n f\}$.

3. Choose randomly one objective function $F_c$, where $c \in \{1, \ldots, n f\}$ and $n f$ is the number of objective functions.

4. Associate a fitness value to each species $i$ as $\Delta_i = F_i(\vec{x}_i) - ref$, where $ref$ is a given reference value.

The fitness indicates the relative gain (or loss) in mutating the species, compared to a reference value (e.g., zero).

5. Rank the species according to their fitness value. The first position ($k = 1$) of the ranking belongs to the least adapted species. For a minimization problem, lower values of $\Delta_i$ will have lower ranking. If two or more species have the same fitness, rank them randomly with uniform distribution.

6. Choose with uniform probability a candidate species $i$ to mutate. Generate a random number $RAN$ with uniform distribution in the range $[0,1]$. If $P_i(k) = k^{-\tau}$ is equal or greater than $RAN$, the species is confirmed to mutate. Tau ($\tau$) is a free parameter set by the user and it regulates the determinism of the search. If $\tau = 0$, any variable has the same probability to be mutated. On the other hand, the higher values of $\tau$, the more deterministic becomes the search to mutate the least adapted variable. In practice, it has been observed that the values used for $\tau$ which maximize the efficiency of the algorithm lie in the range $[1,5]$. A new candidate species is chosen until a species is confirmed to mutate.

Set the population $\bar{x}$ to $\vec{x}_i$, obtained in the step 2.

7. Verify whether the stop criterion is reached. The stop condition is the maximum number of evaluations of all objective functions.

8. Verify whether a re-initialization of the population should be started. The condition to perform a new re-initialization is $numEval = int(maxNumEval/numInd)$, where $numEval$ is the current number of evaluations of all objective functions, $maxNumEval$ the maximum number of objective function evaluations and $numInd$ the desired number of re-initializations. In the affirmative case, the algorithm returns to step 1 and a new population is randomly generated, keeping the solutions of the Pareto front. Otherwise, the algorithm returns to step 2.

9. Return the Pareto set and the Pareto front.

To illustrate the steps of the algorithm, consider the problem of minimizing the following objective functions in relation to an integer array $\bar{x}$ of length $n$ and an integer $y$:

$$\begin{align*}
\text{Minimize: } F_1(\bar{x}, y) &= \sum_{j=1}^{n} x_j^y \\
F_2(\bar{x}, y) &= \sum_{j=1}^{n} (x_j - 2)^y
\end{align*}$$

A simple numerical example is shown in Table 1 for this problem. In this case, the population represents the array $\bar{x}$ (variable substring) and the number $y$ (fixed substring).

In Step 6, one species is selected to be mutated according to the pressure of $\tau$ on the ranking. In the example, $\tau = 1.0$ is used and the third species with rank position $k = 3$ (not the least adapted) is chosen to mutate. The mutation is confirmed with $RAN = 0.2$ because the probability $P(0) = \frac{1}{6} = 0.17$ is greater than $RAN$. In this way, the population length remains with 6 species. However, if the first species was selected to mutate, the population would have only 5 species. In Table 1, the fitness of the species is represented in the form $F_i(\bar{x})$. Hence, the algorithm returns to step 1 and a new population is randomly generated, keeping the solutions of the Pareto front.

### Table 1: Numerical example of M-GEOval steps

<table>
<thead>
<tr>
<th>Step</th>
<th>Population</th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>$\Delta$</th>
<th>$\kappa$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Initialize the population</td>
<td>222 126</td>
<td>- - -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Calculate $F_1$ and $F_2$ for each species mutation</td>
<td>2</td>
<td>304 176</td>
<td>- - -</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Select an objective function</td>
<td>2</td>
<td>304 176 $F_1$ 176 -</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Find the fitness of each species</td>
<td>2</td>
<td>304 206 $F_2$ 20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Rank the species according to its fitness</td>
<td>2</td>
<td>20 20 $F_2$ 20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Choose a candidate species to mutate</td>
<td>2</td>
<td>20 20 $F_2$ 20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Verify if termination criterion is reached</td>
<td>2</td>
<td>20 20 $F_2$ 20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Verify if it is necessary a re-initialization</td>
<td>2</td>
<td>20 20 $F_2$ 20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Return the Pareto set and Pareto front</td>
<td>2</td>
<td>20 20 $F_2$ 20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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be increased to 8 species. When the maximum number of evaluations of all objective functions is reached, the Pareto set and Pareto front is returned. Otherwise, it is verified whether a re-initialization should start. Re-initialization is a common resource in multi-objective approach to avoid local optimal. Note that M-GEO\textsubscript{vel} has only two free parameters that influence the solutions generation: $\tau$ and the number of re-initializations. In this way, it reduces effort to adjust the algorithm to a new problem.

3. M-GEO\textsubscript{vel} APPLICATION

In this section, we present the application of M-GEO\textsubscript{vel} in the context of test case generation. In the following, an approach to generate test case from EFSM is proposed using M-GEO\textsubscript{vel}. The EFSM definition and the experiments to evaluate the approach are also described.

3.1 The model

The system behavior is represented by an EFSM, defined as a tuple $(S, s_0, I, O, T, V, P)$ in which $|S|$: $S$ is a finite set of states; $s_0 \in S$ is the initial state; $I$ is a set of input events; $O$ is a set of output events; $T$ is a finite set of transitions; $V$ is a set of variables; and $P$ is a set of input parameters. Each transition $t \in T$ is given by a source state $source(t) \in S$, a target state $target(t) \in S$ and a label of the form $i(t)[g(t)]/a(t)$ where: $i(t) \in I$, $g(t)$ is a logical expression called guard and $a(t)$ is the action executed when the transition is activated. Input events can contain one or more parameters belonging to $P$. The parts $g$ and $a$ of the label are optional. The model can be in only one of the states at moment. To change the state, it is necessary to trigger a transition. For a transition to be triggered, the corresponding input event should be received in the current state and the associated guard should be satisfied. Then the corresponding action $a$ is executed, which may contain assignment statements or produce output events. When an unexpected input (i.e., input not specified in a given state) is received, the machine remains in its current state and generates a null output as response. A transition path is a sequence of transitions that, for every consecutive pair of transitions $(t_i, t_{i+1})$, $target(t_i) = source(t_{i+1})$. In order to illustrate the concepts presented, we use as example the EFSM $M_1$ of a vending machine $[2]$ (Figure 4).

3.2 The test case generation approach

For the problem of generating testing case from EFSM, the population in M-GEO\textsubscript{vel} represents a sequence of input events and their parameters. As explained in Section 2.1, the population has a variable size part and a fixed size part. The variable part is formed by the sequence length and the sequence of input events, and the fixed size contains the parameters of all input events of the model. Then the population length is variable in relation to the input sequence length. Each parameter involved in the EFSM under consideration has a corresponding species in the population. We assume that the input parameters with identical name are the same, in this way the number of parameters is constant. Hence, when the parameters in different input events should not have the same values, different names should be given to them. It is the case of the input events $insertLCups(nl)$ and $insertSCups(ns)$ of $M_1$ (Figure 4) that add cups to the vending machine, but each of them has the respective parameter. Considering each input event encoded by an integer number, a population for $M_1$ can be:

<table>
<thead>
<tr>
<th>seq</th>
<th>input event sequence</th>
<th>parameters: nl, ns, p</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>7 0 4 2 1 7 2 9</td>
<td>25 93 14</td>
</tr>
</tbody>
</table>

that represents an input sequence with 9 input events $(seq = \{smallCup\}^*, null(), insertSCups(93), setPrice(14), smallCup\}^*, coin(), smallCup(), setPrice(14)*, tea())$ and all 3 parameters of $M_1$.

The test cases derived from EFSM correspond to transition paths triggered by input sequences. Instead of the static approaches used by traditional techniques to generate the test cases, we use an executable model to produce the transition path dynamically during the execution of the EFSM. The executable model implements the behavior of an EFSM in a programming language and has some advantages: i. the user can validate the model before start generating test cases; ii. executing the model during the evolution process is more cost effective than executing the actual implementation, since the model abstracts away many details, such as access to a database or communication through a network. iii. the test case can be generated even when the source code is not available, like third-party components.

The interaction between the executable model and M-GEO\textsubscript{vel} is illustrated in Figure 5. M-GEO\textsubscript{vel} generates an input sequence and the executable model informs the path triggered by this sequence, taking into account all the data involved in the guard conditions. Then, M-GEO\textsubscript{vel} evaluates the traversed path according to the test criterion. To guide the algorithm, dependence analysis of the EFSM is used to direct the search toward the test criterion.

![Figure 4: EFSM $M_1$ for a vending machine](image)

![Figure 5: Interaction between M-GEO\textsubscript{vel} and the executable model](image)

The executable model is instrumented to produce the transition path triggered by the generated input sequence. When a transition $t$ is executed, the input event $(t)$ is received and the guard $g(t)$ is verified, considering the current state $s$ and source$(t) = s$. The action $a(t)$ is executed, if $g(t)$ is true; otherwise, a null output is produced. In case an unexpected event is received, the model is executed according
to the completeness assumption. Since the data to trigger a transition path is generated and considered during model execution, we prevent the generation of infeasible paths, at least at the model level.

It is worth noting that the terms input sequence and test case are distinct. An input sequence consists of a sequence of input events and their parameters. A test case, on the other hand, is the transition path triggered during model execution according to the given input sequence. Since the machine can be incomplete, i.e., the input sequence can contain unexpected events, the path length is not necessarily equal to the sequence size. In the example above, the unexpected inputs in seq are marked with the symbol $^{*\omega}$. The path triggered by seq, $(path = \{t_1t_2t_3t_2t_2t_3t_3\})$ has 6 transitions while the sequence length is 9.

In summary, the steps of the test case generation approach using M-GEO$_{ox}$ are the following: 1. elaborate an EFSM $M$ to represent the behavior of the system under test, based on its specification; 2. obtain an executable model of $M$; 3. validate $M$; 4. analyze the dependences of $M$; 5. generate the test cases using M-GEO$_{ox}$.

To guide the test case generation, two objective functions are used in M-GEO$_{ox}$: the test purpose coverage ($F_1$) and the minimum length of the input sequence ($F_2$). Due to the cost of test case execution time, the trade-off is to find a minimum length of the input sequence but long enough to cover the test purpose. We consider the test purpose as a target transition of the model to be covered. These objective functions are described in a previous work [22]; here we give an overview, for the sake of completeness. $F_2$ intends to minimize the input sequence length. A value into the range $[0, 1]$ is added to the sequence size in the sense of penalizing unexpected inputs, since no transitions are taken with these inputs.

Minimize : $F_1 = AL + \frac{ND}{\gamma} - RW$  
where $AL = 2 \cdot |T_{affecting}| - RW$  
$ND = 1 - \frac{1}{\gamma}$  
$RW = \begin{cases} 
T_{affecting}^T, & \text{if not cover } t; \\
T_{critical}^T + T_{affecting}, & \text{if cover } t. 
\end{cases}$

$F_1$ is the function that represents information about the model in order to guide the search toward the test purpose. For $F_1$ evaluation, we define the sets of transitions $T_{affecting}$ and $T_{critical}$ using the information obtained from the dependence analysis of the model, which identifies the control and/or data relationships among the transitions. It is important to emphasize that these transitions sets are obtained in an early step of the evolution process. Considering a transition $t$, $T_{affecting}(t)$ contains all transitions upon which $t$ is directly or indirectly controlled and/or data dependent, based on the dependence graph. The idea is to identify the transitions that could potentially affect $t$.

DEF. 1. $T_{affecting}(t)$ consists of the transition $t$ and the transitions obtained by a backward traversal of the dependence graph starting at $t$.

To determine $T_{critical}$, we extend the concept of critical branching node [17] for an EFSM transition. In code-based testing, this is a branching node with an exit that, if taken, the test path misses the target.

DEF. 2. A transition $t_c$ is critical with respect to a target transition $t$ if $t_c \notin T_{affecting}(t)$ and $\exists t_a \in T_{affecting}(t)$ such that source$(t_c) = $ source$(t_a)$ and there exists a path $\pi$ such that $t_c \in \pi$ and $t \notin \pi$.

An algorithm to find the critical transitions for a given test purpose $t$ is shown in Figure 6. In order to penalize the solution that takes a critical transition, $F_1$ uses a penalty value $d$. To determine the value of $d$, the transitions $t_a \in T_{affecting}(t)$ with the same source state of a critical transition $(t_c)$ need to be analyzed and two situations need to be considered: i. the input event of $t_c$ and $t_a$ are the same but the guards are different and ii. the input event of $t_c$ and $t_a$ are different. In the first case, the distance $d$ is computed using the functions defined by Tracey et al. [19]. In the second case, taking $t_c$ receives a penalty $\gamma$ in order to distinguish solutions with different input events.

**Figure 6:** Algorithm to determine $T_{critical}$

Using $T_{affecting}$ and $T_{critical}$, the terms of $F_1$ can be calculated: approach level $AL$ and normalized distance $ND$. The approach level $AL$ measures how close an input sequence is to reach a path that traverses the test purpose $t$. The value of $AL$ is related to the number of transitions of $T_{affecting}$ that were triggered ($|T_{affecting}|$) during model execution. The triggered transitions of $T_{affecting}$ are used to minimize $AL$. If the sequence produces a path that traverses $t$ (i.e., $t$ is covered), the fitness value is rewarded with $|T_{affecting}|$. Then, the transitions $t_a \in T_{affecting}(t)$ are used to guide the search toward $t$. The normalizing distance $ND$ is calculated at the point where the control flow takes a critical transition $t_c \in T_{critical}(t)$, that diverges away from a transition $t_a \in T_{affecting}(t)$. The term $d$ in $ND$ is defined as described earlier. The concepts of $AL$ and $ND$ are inspired from the SBST for code-based testing [16]. In general, $AL$ is calculated verifying if a given path is traversed and, in contrast, we use the transitions of $T_{affecting}$ to guide the search. The term $ND$ is based on the work of Baras et al. [9]. However, to determine $d$, we need to consider that more than two transitions can have the same source state in an EFSM. In contrast to code-based testing that only the true and false branch of a node are verified.
3.3 Experiments

The experiments concern the following research questions:

\( Q_1 \): How to guide the decision maker to select the test cases?

\( Q_2 \): How well do the generated test cases result in comparison to existing approaches?

Table 2 describes the subject models in terms of number of states (|S|), transitions (|T|), input events (|I|) and parameters (|P|)), and also their CCS (Cyclostatic Complexity of State machine) [20]. CCS is an adaption of metrics for design complexity of state models: \( CCS = |T| + |I| + |A_G| + 2 \), where \( A_G \) is the set of atomic expressions in the guards. The models represent different sources. The first three models were used in [2] and the last one in [13].

3.3.1 Experimental set up

Before starting the test case generation, M-GEO_{opt} was adjusted for the problem being tackled. To tune the control parameter \( \tau \), the range of [1,5] was used with increment of 0.25. The stopping condition was defined as \( 10^6 \) function evaluations with 50 re-initializations. For \( F_1 \), the term \( d \) was calculated with \( K = 100 \) and \( \gamma = 1000 \). In relation to the population domain, the first element that represents the input sequence length is a positive integer smaller than 100. The input event domain is related to the input alphabet \( I \) of each model, being values from 1 to \( |I| \). The parameter values are defined as positive integers. The number of parameters in the population is presented in Table 2. We used a Pentium 4 with 3.00 GHz and 1 GB of RAM memory.

The influence of the parameter \( \tau \) in M-GEO_{opt} can be seen in Figure 7. It indicates that an intermediate value of \( \tau \) in the range [1, 5] gives better results, meaning that a too deterministic (\( \tau = 5.0 \)) or too random (\( \tau = 1.0 \)) search is less prone to find the Pareto front for this problem.

\[ \text{Figure 7: Influence of } \tau \text{ in M-GEO}_{opt} \]

Once obtained \( \tau = 3.75 \) as the best result in the tuning process, M-GEO_{opt} was executed to cover each transition of the subject models. We performed 10 runs per test purpose with \( 10^6 \) objective function evaluations and 100 re-initializations. The input sequence could be composed of 500 input events at maximum. It is important to clarify that this maximum value is used to avoid the generation of too long sequences. Considering the subjects, it is already a high value for the sequence length. The domain of the other population elements and the constants of the term \( d \) were defined as before. To evaluate the results for each transition, we build only one Pareto front from all fronts obtained in each run, plotting the non-dominated points in relation to all solutions generated in all runs.

For the testing approach, two tools were used: SMC\(^1\) (State Machine Compiler) tool to obtain the executable models, and SLIM (SLIcing state based Model) tool [2] for the control and data dependence information. The source code of the executable model is in Java, in order to keep the language compatibility used in the test generator prototype.

3.3.2 Results

In relation to the cost of the test case generation approach, Table 3 shows the cost for all transitions of each model: the transition coverage, the average number of points in the Pareto front (Avg. Size) and its standard deviation \( \sigma_{p} \), and the average number of evaluations of the objective functions to find the solution (Avg. Eval.) and its standard deviation \( \sigma_{e} \). For all models, we obtained 100% of transition coverage, which means that the algorithm was able to find solutions to each transition of the model. Then, a Pareto front was produced with at least one point, for each target transition. Each point represents a successful path that covers the test purpose. It is worth noting that although the stopping condition for M-GEO_{opt} was \( 10^6 \) evaluations, less than half of this number was necessary to obtain a solution, on average. Each run of M-GEO_{opt} took approximately 22.28 seconds.

\[ \text{Table 3: Average results for all models} \]

\[ \text{Table 4: Pareto front results for each transition} \]

\( Q_1 \): To guide the tester in her/his decision, the Pareto front and the Pareto set for each transition can help. For instance, Figure 8 shows the Pareto front for the transition \( t_6 \) of \( M_1 \). The set of solutions are the trade-off between the objective functions \( F_1 \) and \( F_2 \). Table 4 provides information of some points of the front: the generated path, the path length (|Path|), the corresponding input sequence length (|Seq|) and the number of objective function evaluations to find the solution (|Eval|). In case of minimizing \( F_2 \), the shortest input sequence can be obtained whereas, probably, few transitions of \( T_{affecting} \) are covered. On the other hand, more transitions of \( T_{affecting} \) can be taken minimizing \( F_1 \) but the input sequence can have a long length. As more than one solution can be generated for each test purpose, the test team plays the role of the decision maker to select the solution. The more solutions in the Pareto front, the more alternatives the test team have. Shortest test cases can be selected, when test case execution time is high. For this intent, the shortest path to \( t_6 \) (path \( p_1 \) of Table 4) can be used. When test case execution time is not an issue, the

\(^1\)Available in http://smc.sourceforge.net.
tester can opt for the longest test cases. Since they contain more steps (input interactions), more transitions can be verified at once. For instance, it is possible to traverse 15 different transitions using the path $p_k$.

Figure 8: $M_1$: Pareto front for $t_8$

Table 4: Pareto set for $t_8$ of $M_1$

<table>
<thead>
<tr>
<th>$p_1$</th>
<th>$t_1$</th>
<th>$t_2$</th>
<th>$t_3$</th>
<th>$t_4$</th>
<th>$t_5$</th>
<th>$t_6$</th>
<th>$t_7$</th>
<th>$t_8$</th>
<th>$t_9$</th>
<th>$t_{10}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_8$</td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
<tr>
<td></td>
<td>$t_1$</td>
<td>$t_2$</td>
<td>$t_3$</td>
<td>$t_4$</td>
<td>$t_5$</td>
<td>$t_6$</td>
<td>$t_7$</td>
<td>$t_8$</td>
<td>$t_9$</td>
<td>$t_{10}$</td>
</tr>
</tbody>
</table>

Q2: The work of Kalaji et al. [13, 12] is one of the closest SBST approach based on the EFSM model we could find of our approach for comparison purposes. All paths found in [13] to cover each transition of the model $M_4$ were used to compare with our approach. The main differences of their approach with respect to ours are: i) a genetic algorithm was used with a single objective optimization. They performed 1000 generations with a population of 25 individuals. ii) the test case length was not part of the evolution process in their approach. It was fixed in 11 for the model $M_4$; iii) the test cases generation occurred in two steps. In the first, they generated the transition paths, and in the second they randomly generated the test data to trigger those paths. Each path found in [13] was evaluated using $F_1$ and $F_2$, obtaining the point $p_k$ in the objective function space. We analyzed $p_k$ in relation to the Pareto front produced by M-GEO. To illustrate, Figure 9 shows the Pareto front obtained by M-GEO for $t_5$ and the point $p_k$ (indicated by ■), which is a dominated solution, hence not being an optimal solution for the problem. On the other hand, for transition $t_6$, the point $p_k$ is a non-dominated solution in the objective function space, as presented in Figure 10. In fact, it dominates 4 solutions on the Pareto front found by M-GEO. For each transition of $M_4$, Table 5 shows the number of solutions on the Pareto front found by M-GEO (pf), and the percentage of solutions (nd) on this front not dominated by the solution $p_k$, for each transition. For 9 of the 20 transitions to be covered, the Pareto front obtained by M-GEO dominated the solutions found by Kalaji et al.. For the other transitions, the points $p_k$ are non-dominated solutions, hence they can be considered optimal solutions from a multi-objective perspective.

4. CONCLUSIONS

The steps of the algorithm of a new multi-objective implementation of the GEO method (M-GEO) were presented. M-GEO allows the variation of the size of the string that encodes the design variables. It must be pointed out that although M-GEO was developed in a specific context, it can in principle be applied to any multi-objective problem where the number of design variables is itself a variable of the problem.

An approach to generate test cases from EFSM using M-GEO was described, presenting the following contributions: i) a dynamic approach is used for model-based test case generation, in which the model is the artifact that
executed, instead of the implementation of system under test. Then, test cases can be generated early in the development process, or in any situation in which source code is not available; ii. the transition paths, together with the data that trigger them, are obtained during evolution process. This intends to avoid infeasible path generation, at least at the model level; iii. a multi-objective approach is proposed not only to cover the test purpose, but also to minimize the test case length. In this way, it is no longer up to the customer to decide which test case length is better for a given target transition, as M-GEO$_{val}$ can determine the length automatically; iv. dependence analysis is used to guide the search for solutions.

In the experiments, a hundred percent of test purpose coverage was obtained for all benchmark models and also most of the generated solutions presented better results than a related work. A further work is to consider only the parameters involved in the generated input sequence, instead of optimizing all parameters of the model.
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