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Abstract. Description of a physical phenomenon through differential equations has errors involved, since the mathe-
matical model is always an approximation of reality. For an operational prediction system, one strategy to deal with
uncertainties from the modeling and observation errors is to add some information from the real dynamics into mathe-
matical model. This aditional information consists of observations on the phenomenon. However, the observational data
insertion should be done carefully, for avoiding a worse performance of the prediction. Technical data assimilation are
tools to combine data from physical-mathematics model with observational data to obtain a better forecast. Two data
assimilation methods are compared here: the Kalman Filter method, and artificial neural network. Artificial neural net-
works appear as a novel method in the context for data assimilation. The performance of the methods is evaluated under
application to wave propagation model (Bennet,2002).
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1 INTRODUCTION

In recent years, data assimilation methods have been developed and used in many research areas, such as: numerical
weather prediction (NWP) (Daley, 1993; Kalnay, 2003); ocean circulation forecasting (Bennett, 2002); air monitoring
(Zannetti, 1990); and space weather models (Garner, 1999; Schunk et.all, 2004). However, the first application of data
assimilation techniques was in meteorology, and today it is a key component of numerical weather and climate forecasts.
Satellites and in situ measurements are routinely providing new atmospheric and oceanographic data and bringing the daily
practice of physical oceanography closer to that of dynamic meteorology (Belyaev, 2000). Essentially, NWP consists
of the integration of Navier-Stokes equation using numerical procedures. Therefore, after some time-steps, there is a
disagreement due to small uncertainties in the a specification of the initial conditions and model errors. In other words,
the sensitive dependence on the initial conditions causes the forecasting error to grow exponentially with time (Grebogi,
1987). The problem of estimating the initial conditions is called data assimilation that improves the estimate of the ocean
and atmosphere physical state by combining the data from measurements and from dynamic models in an optimal way.

Many methods have been developed for data assimilation (Kalnay, 2003; Hirter, 2008). They have different strategies
to combine the forecasting (background) and observations. From a mathematical point view, the assimilation process can
be represented by:

x/ +K(y—H[x/]),  estimation theory
VJ(x), variational method
F,(x/,y), artificial intelligence
x/ +YM | Burm(x,t), representer method

For methods based on the estimation theory, it can be cited the Optimal interpolation (Daley, 1993), Kalman Filter (KF)
(Kalnay, 2003), and Particle Filter (PF) (Nakano, 2007). In the analysis x* for KF, x/ is the forecasting (from mathematical
model, also kown as background field); K is the weight matrix (Kalman gain), generally computed from the covariance
matrix of the predictions errors from forecasting and observation; y denotes the observation; H represents the observation
system. For the variational methods, the analysis is obtained by the minimizing a functional. This method will be
described in the section 3.1. For the method based on artificial intelligence analysis is determined by mapping the input
data with the desired output data that described in the section 3.2. The representer method is present in the section 3.1.

2 WAVE EQUATION: A TESTING MODEL

Data assimilation is a necessary process for operational prediction systems. The insertion of observational data can
degenerate the prediction. Therefore, techniques allowing a soft introduction of the observations in a mathematical pre-
diction model are called data assimilation. Two schemes will be compare for data assimilation, and the testing model is
the linear wave equation, following the tests described by Bennet (2002).
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2.1 Linear wave equation
The governing equation is given by:

INF onr .
7+CW—F(X,Z‘) (2)

where 7 is the displacement, c is the constant phase speed, F is the external forcing, ¢ is time, and x is space. The subscript
F indicates the forward solution (or background). The equation 2 can be thought of as a convection equation, where 7 is
concentration, and c is the convection velocity.

By adding observations data into the model 2 at isolated points in time and space, where observations are imperfect
measures of the variable 1 (x,1), the problem becomes overdetermined, i. ., there are no smooth solutions that satisfy the
model and observations simultaneously (Bennett, 2002). Therefore, the problem is to determine the solution through a
building held by weighted least squares adjustment between observations and model.

2.2 Data

It assumes a finite number of observations collected within a spatial domain (0 < x < L), and temporal domain (0 <
t <T). These data are imperfect point measurements of the independent variable 1 (x,) collected at M points in space
and time (X, ):

dm:n(xnntm)+€m 1<m<M )

where 1 (x,1) is the unknown, the true displacement field, and &, is the measurement error. Considering that the governing
equation, the forcing, the initial condition, and the observations contain errors, a perfect consistency with model and
observations is not expect, therefore,

nF(xvt)7édm 1<m<M, 4
or for the discrete case:
dpy =1 +&n 1<m<M. (5)

Figure 1 illustrates the domain of integration of the model, with grid points and the observations, where p is counter space,
and k is counter temporal.

(7.k)
k = nt_l ; ° ° ° ° @

(ps.k;)
6 ° ® ® ® @

(p..k)

Figure 1: Outline of the model grid points (represented by black circles), the observations represented by the green square, which are
distributed at the grid point.

2.3 The residuals

The true displacement 1 (x,#) must satisfy the equations below

Ine | Inr
T‘FCW—F(.X,I)"‘JC(X,I) OS)CSL (6)
N(60) = 1) +i(x) 0<r<T @

where f(x,1) represents the error in forcing, i(x) the error in the initial condition. For the periodic boundary condition we
have n(0,1) = n(L,t) com0<¢t <T.

Therefore, the equations (3), (6), and (7) correspond to residual observation, modeling, and initial condition, respec-
tively.
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3 DATA ASSIMILATION METHODS

Two schemes for data assimilation are described: the representer method (based on variational calculus), and assim-
ilation by artificial neural networks (using multi-layer percpetron: MLP). The model for testing and comparison is the
evolution wave equation.

3.1 Variational method: the representer approach

Let a forcing F(x,t), an initial condition I(x), and a periodic boundary condition. There is a unique forward solution,
Nr(x,1), to the linear wave equation. Those arguments also imply that for any choice of F(x,t) + f(x,¢), and I(x) + i(x),
there is unique true solution 1 (x,7) (Bennett, 2002).

However, the error fields (f(x,?), i(x), and &,) are unknown. At this point, we define an optimal solution 7} (x,7) to be
the solution corresponding to the smallest f(x,?), i(x), and &, in a weighted, least-squares sense. The objective is to seek
the minimum of the quadratic penalty function as follows:

J=JMm(x0)] =Wy ./O'T /0 )i+ W /0 @Y Y fe)? (8)

m=1

where Wy, W;, and w are positive and constant. These weights are the inverse covariance operators of error model, initial
condition, and observations, respectively (Chua, 2001).
Rewriting the equation 8 with f(x,t), i(x), and &, replaced by their definitions makes dependece on 1(x,?), given by:

J=J[n(x,1)) Wf/ / {—i— 7—F(x t)}zdtdx—l—Wi/OL{n()@O)—I(x)}2dx+w%{T](xm,tm)—dmp )

m=1

The objective function (9) is one single scalar number for each field 71 (x,7), while 1 (x,#) is a field of values for0 <x <L
e 0 <7 < T. The minimization of functional (9) is done through the calculus of variations. It was defined 7} (x,7) as the
local extremum, that is, it corresponds to the smallest value of the cost functional, and thus to the smallest f(x,?), i(x), and
€. As the penalty functional is quadratic, the local extreme is a global extreme, and functional is not negative. Therefore,
your extreme is a global minimum.

Now, considering the Taylor series expansion of J, around the point 7):

T+ 81 =]+ T30+ 3 ) G0 (10
the above functional can be written as:
J[A +8n) = JA]+7J(n)dn +0(8n)° . (an
and considering a small quantity 61 (x,¢), the following approximation works:
I +6n|=J[A] ~7J(n)én (12)
The first variation for the functional J is written by:
8J=J[+6n]—-J[N]. (13)

The explicit form for functional (9) is written by J[f]] as
f M
J1i] Wf/ / {+ (1) dtdx+W/ {A(x.0) = 1) Pdx+w Y AR Gomstn) — ) (14)
m=1

and the expression for J[f) + 61| is given by:

on  9sn  on  9sn .\’ ./L A 2
JIA +6n] Wf/ / {Bt S G F  dide W, [ {7(0)+ 60(x.0) ~ 1)+

M
w Y A o tm) + 8N (s tm) — d}* . (15)

m=1

Subtracting the equations (14) from (15), and neglecting the variations of the second order, yields:

57 = 2Wf/ dt/ dx{an don F(x,t)}{a?+ a;"}uw/ dx {(x,0) — I(x)} 61 (x,0)}

+2w Z {A (X tin) — din } 8 (X, 1) + O(81)? . (16)

m=1

Once computed the variation of the functional J, the next step is to determine the Euler-Lagrange equation associated.
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3.1.1 Euler-Lagrange equations
Defining the weighted residual:

0 o1
A(x,z)zwf{a?Jr az F(x,t)} a17)

and using the above definition of the weighted residual, integrating by parts, neglecting the second order terms, equation
(16) becomes:

51 /dt/dl{ 5’7} /dz/dxx{

}+w/ dx {7 (x,0) — 1(x)}67 (x,0)+
w Z {1 Comstm) — din } 5N (X, 1) +O(8M)* . (18)
m=1

When 7 (x,t) is the local extremum of J: 8J = O(6n)?. Thus, the sum of the remaining terms must be zero. For
eliminating the terms ddn/dt and d61n/dx from (18), the integration by parts is used to shift the derivative on the
variation to the weighted residual. Considering the time derivative term:

L T
/ dx/ l{caén
0 0 d

t }dr:/de{wx,r)sn(x,m+<—/1(x,0)5n<x,0))]+/T—‘”5nd1}:

/ d;/ {—6n}dx+/ {Axrsnxr}dx+/{ A(x,0)87(x,0)}dx . (19)

Similarly, for the spatial derivative:
/ dt / dxA {

The boundary terms are equal and opposite, due to the periodic boundary condition. Equation (20) can be written as:

/d;/ d/l{ 85”} /dt/ dx{—can} @1

Finally, the filtering property of the Dirac delta is employed to eliminate 8 (xy,,t,):

} /dt/ dx{c?&]} /dt{clLt)SnLt}+/ dt{—c2.(0,1)61(0,1)} .
(20)

M T L M
wZ{n(x,mtm)—dm}5n(xm,tm):/ dt/ dx'Y. {1 Coms ) — 57 (5,6)8 (x — 1) (t — )} (22)
m=1 0 0 m=1

where the last two term in the equation above denote Dirac delta functions. Substituting the equations (19), (21), and (22)
into (18), yields:

O:/OTdt/Ode{—%?5n}+/0LdX{A(x,T)3n(x7T)}+Ade{—l(x70)5n(x,O)}—|—/0Tdt/0de{—cgiSn}
L N T L M
W [ ax{@x0) ~ 100 0)+ [ ar 0w {10 tn) =} 0 (21)3(x =505t =) . 23)

Rearranging terms in equation (23):

ToL A oA M
0:/0 dt/o dx{atcax+w”§1{n(xm,tm)dm}é(xxm)S( tm)}an

L L
+ [ @Ay )+ [ de(-2(6.0)+ WA (x.0) - 1)} EN(x0) . (24
Equalling to zero each term from the equation above:

oA 0A M
—o T tw Y AN tm) = din} 8 (x — %) 8(1 — 1) } = 0 (25)
m=1

479



ISSN 2238-1007

Proceedings of the 1st International Symposium on Uncertainty Quantification and Stochastic Modeling
February 26th to March 2nd, 2012, Maresias, Sao Sebastiao, SP, Brazil

with0<x<Land0<7r<T,and

A(x,T)=0 (26)
A (x,0) + Wil (x,0) ~ 1(x)} =0 @7)
In general, equations (17) and (25), along with the periodic boundary conditions, constitute the Euler-Lagrange equa-

tions for local extrema of the penalty functional. After rearranging, the Euler-Lagrange equations for the local extremum
7] of the penalty functional J[n] can be written as a “backwards” problem:

oL IA &

o Ty —wmz::l{n(xm,tm) —dp}O(x —xp)0(t — 1) } (28a)

A(x,T)=0 (28b)

A(0,1) = A(L,1) (28¢)
The “forwards” problem given by:

on  In _ Ax,1)

5 +C§ =F(x,1)+ W, (29a)

A(x,0) = I(x) 1+ 520 (29b)

Wy

1(0,1) = A (L,1) (29¢)
from equations (29), the best estimates for f and i are given by:

flx,r) = Wf_ll(x,t) e i(x,0) =W, ' 1(x,0) . (30)

With the adjoint equations (28) and (29) the representer method is introduced.

3.1.2 Representer method

For catching a sequential solution of the “backward” or “adjoint” problem and the “forward” problem, it is importante
to uncouple the Euler-Lagrange equations. The so-called “adjoint-representer” and “representer” functions facilititate this
uncoupling. There are M “representer” functions, one for each scalar datum, and these are denoted ry, (x,1), 1 <m < M.
The mth representer function has an adjoint-representer satisfying the so-called adjoint equation, except forced only with
a single, bare impulse located at the space-time position of mth scalar datum:

_aaat’"—c%:5(x—xm)5(t—tm)c0m0§x§L,O§t§T (31a)
O (x,T)=0, (31b)
0, (0,1) = 04 (L,1) . (31c)

The name of variable is changed from A,,(x,T) to o,(x,T) to indicate the different forcing, and also to indicate the
dependence of the adjoint-representer on the space-time location of the mht scalar datum. Since there is impulse, equation
(31a) can be integrated backward from the final condition (31b) yielding the adjoint-representer, 04, (x,7).

The representer satisfies the forward equation (29a) and the initial condition, except replacing the adjoint field on the
right hand side of equation (31a) with the adjoint-representer field, and with no prior estimate of the forcing or the initial
condition:

Orm ~ Orm  Ohy(x,7)

— = 0<x<L 0<Lt<T 32
o "o T w0 PSYsh 0SS o2

m(x,0) = a’“(x’o), 0<x<L, (32b)
W;
Fm(%,0) =rp(L,T), 0<t<T. (32¢)

The optimal solution is assumed to be the sum of the prior estimate and a linear combination of representers:

M
A(x,t) =np(x,0)+ Y Burm(x,1) (33)
m=1

where f3,, are unknown constants. The response of the optimal solution to the forcing F'(x,t), with the initial condition
I(x), is made by the forward solution 1 (x,7), while the terms in the summation represent a sequence of “corrections”,
one for each scalar datum.

Table 1 presents the algorithm for the method of assimilation for the 1D wave model.
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Table 1: Algorithm representer
Algorithm representer to one dimension
1. Compute Ng(x,7) by numerical integration of the equation 2
2. Compute the innovation h, according to:
h= Z%I:l (dm — N7 (X, 1))
where: d,, represents the observation vector.
3. Compute the adjoint-representer ¢, according to equation 31a.
4. Compute the representer 7, (x,7) to 1 <m <M
according to equation 32a.
5. Compute the covariance matrix
rm(xj,tj), withm=1,2,.... Mand j=1,2,..., M = Ryxy
P=(R+w )
6. Determine the coefficients of the expansion of the increment analysis p.
P=XM Burw b= (B Br .. Bul’
solving the linear system:
Pb=h,h=[h hy ... hy)"
7.Compute the analysis given by the following equation:

A

f(x,t) = UF(XJ)+Z%:1ﬁmrm(XJ)

3.2 Artificial neural network

Artificial Neural Networks (ANN) have became important tools for information processing (Haykin, 1993). Much
research has been conducted in pursuing new neural network models and adapting the existing ones to solve real life
problems, such as those in engineering (Haykin, 1993). ANN are made of arrangements of processing elements called
neurons. The artificial neuron model basically consists of a linear combiner followed by an activation function, Figure 1
(left side), given by:

Ye=¢ ( WX +bk> (34)
j=1

where wy; are the connection weights, by is a threshold parameter, x; is the input vector and yj is the output of the &,
neuron.

xﬂ

Figure 2: (left side) Single Neuron, (right side) Multilayer Neural Network

Arrangements of such units form the ANN that are characterized by:

e Very simple neuron-like processing elements;

Weighted connections between the processing elements;

Highly parallel processing and distributed control;
e Automatic learning of internal representations.

ANN aim to explore the massively parallel network of simple elements in order to yield a result in a very short time slice
and, at the same time, with insensitivity to loss and failure of some of the elements of the network. These properties
make artificial neural networks appropriate for application in pattern recognition, signal processing, image processing,
financing, computer vision, engineering, etc.

There are different architectures of ANN that are dependent upon the learning strategy adopted. This paper briefly
describes the Multilayer Perceptron (MLP) with error backpropagation learning. Detailed introductions on ANN can be
found in (Haykin, 1993) and (Nadler, 1993). MLP with backpropagation learning algorithm, are feedforward networks
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composed of an input layer, an output layer, and a number of hidden layers, whose aim is to extract high order statistics
from the input data (Haykin, 1993). Figure 1(right side) depicts a multilayer neural network with a hidden layer. Functions
o(.) provide the activation for the neuron. Neural networks will solve nonlinear problems, if nonlinear activation functions
are used for the hidden and/or the output layers. From several activation functions, the sigmoid are commonly used:

1 —exp(—av)

- 1+exp(—av) (35)

bipolar function ¢@(v)

A feedforward network is a non-linear mapping to compute the output vector from an input vector. The connections
among the several neurons (Figure 2 (right side)) have associated weights that are adjusted during the learning process,
thus changing the performance of the network. Two distinct phases can be devised while using ANN: the training phase
(learning process) and the run phase (activation of the network). The training phase consists of adjusting the weights for
the best performance of the network in establishing the mapping of many input/output vector pairs. Once trained, the
weights are fixed and the network can be presented to new inputs for which it calculates the corresponding outputs, based
on what it has learned.

4 RESULTS

The linear wave model presented in section 2.1 has been integrated with the FTCS (Forward-Time Central-Space
method). The initial conditions and boundary are periodic. The data was assimilated each 10 time step and each 4 space
grid point.

The observed data for assimilation are synthetic observations. The observation data were generated from the integra-
tion of the model (2), and adding a random noise of variance 0.04. The reference of truth to the assimilation method is the
curve obtained from the integration of models without noise.

The architecture for the neural artificial network implemented for this experiment was one hide layer with three
neurons, two input data, and one neuron at output layer, according to Figure 3. The algorithm for training the network
was the backpropagation (Haykin, 1993).

Figure 3: Architecture for the neural artificial network. " data model; n¢ data observed; N data analysis.

Figure 4 shows the result for equation (2) with initial conditions equal zero: only propagation of the external forcing
F =0.0001. Figure 5 shows the initial condition used was sine function; in the left side the estimative obtained by
representer method, and the right side the estimative obtained by multlayer perceptron. Figure 6 compare the two methods
with the truth.

time = 10 time = 11
1.4 T 14 T

0.8

u(x,t)

0.6

0.2

truth
representer
mip

I

truth

representer
mip
I

0 2 4 6 8 10 12 14 16 0 2 4 6 8 10 12 14 16

Figure 4: Blue curve: truth; red curve: estimated by representer method; green curve estimated by mlp. (left side) Time serie t = 10;
(right side) Time serie t = 11.
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time = 10 time = 10
15 T 15 T T
truth

T
truth
representer mip

0.5F q

u(x,t)
u(x,t)

Figure 5: (left side) blue curve: truth; red curve: estimated by representer method; (right side) green curve: estimated by mlp; blue
curve: truth

T
= = =truth
representer

mip b

0.8

0.6

0.4r

0.2

u(x,t)
=)

Figure 6: Blue curve: truth; red curve: estimated by representer method; green curve estimated by mlp.

5 CONCLUSION

Neural network can be successfully used as a data assimilation method. The Multilayer Perceptron technique was
tested in a linear wave equation. As neural network employed supervised training, where the target of network was
determined by a variational method presented section 3.1. This ANN presents a lower computational complexity than the
Particle Filter, and variational approach (Furtado, 2008) or Kalman filter (Harter, 2008). The numerical experiments are
a new evidence for the neural network is a good method for data assimilation, where the new method presented better
estimative.
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