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ABSTRACT

A subset of Interplanetary Coronal Mass Ejections (ICMEs) has simple flux rope-like
magnetic fields, named magnetic clouds (MCs). MCs present the characteristics of
magnetic field strength higher than the average in the solar wind (SW), their mag-
netic field direction rotates smoothly through a large angle, and low-temperature
protons. Plasmas and magnetic field typically accumulate in the sheath region ahead
of MCs driving interplanetary shocks. The MCs have a significant importance due
to effects on the geomagnetic activity. Depending on their characteristics, MCs can
produce intense electrodynamic couplings with the Earth’s magnetosphere. The aim
of this work is to create a methodology to identify and subsequently characterize
the dynamics of MCs from interplanetary magnetic field (IMF) signals received by
satellites. Often, plasma data of SW are not available for this identification. A set
of physical-mathematical techniques was analyzed and selected to study MC events.
The spatio-temporal entropy, persistence exponents, discrete wavelet transform, and
minimum variance analysis are the techniques applied. Datasets from ACE space-
craft localized at 1.1 Lagrangian point about 1.5 million km from Earth are used.
MAG and SWEPAM are only used among a total of ten instruments onboard ACE.
The SWEPAM measures the solar wind plasma and the MAG measures interplane-
tary magnetic field. Magnetic field vectors are given in the GSE and GSM coordinate
systems with different time resolution available. This work deals with the 16 s time
resolution most of the time. A total of 41 MCs identified by other authors were
used, which allows dealing with the plasma sheath region, the MC and a pos-MC
region. The physical basis for using these techniques were due to the existing char-
acteristics related to the MC occurrences. As results, the time series analysis of the
magnetic field inside the MCs regions shows that their fields are autocorrelated and
structured. With few fluctuations and long memory in time series. From the above
techniques, a set of indices were derived and related to the interplanetary entropy
(IE), the persistence behavior and the wavelet coefficient identified features. The
indices have been calculated continuously from 11.11 h (2500 records) windows us-
ing a proper SW time step. The use of these indices builds a useful tool to allow
practical identification of MC candidates in the SW. We use the local Minimum
Variance Analysis (MVA) to determine the direction of rotation of the magnetic
field inside the MCs and the orientation of the MC axis, and identified their bound-
aries. The methodology was demonstrated to be useful with test cases. The tool
was able to find MCs not previously identified. A case of double flux rope magnetic
cloud presenting magnetic reconnection was studied from them. The reconstruction
of two-dimensional maps of the magnetic configuration was also studied by using the
Grad-Shafranov equation. In this case, we detect current sheet in this region, where
two MCs are interacting, and the magnetic reconnection is observed. The wavelet
coefficients technique becomes a tool for finding reconnection signatures or X-type
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neutral point in interaction regions between flux-ropes. A second case of double flux
rope magnetic cloud was studied, where X-type neutral point in the interaction re-
gion was not observed, because the magnetic fields were parallel among them (inside
the interaction region). The major contribution of this work is the implementation
of a methodology for the identification and characterization of MCs, adding new
resources to the earlier tools. In a general sense, the proposed methodology can con-
stitute an easy and automatic computational procedure for preliminary survey on
MC occurrences for scientific goals, or even a convenient MC warning for the space
weather purposes.
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IDENTIFICACAO E CARACTERIZACAO DE NUVENS
MAGNETICAS INTERPLANETARIAS

RESUMO

Nas Ejegoes de Massa Coronal Interplanetaria (ICMEs), ha um subconjunto es-
pecifico, onde o plasma possui um campo magnético bem estruturado em forma de
corda de fluxo chamado de nuvem magnética (MC). As caracteristicas principais
sao: o aumento da intensidade do campo magnético em relagao ao valor médio no
vento solar circundante, a rotacao suave do vetor campo magnético, com dura¢ao
na ordem de um dia e, a baixa densidade de protons. Em consequéncia do rapido
movimento das MCs em relacao ao vento solar circundante, o plasma e as linhas
de campo magnético se acumulam na frente da nuvem numa regiao chamada de
bainha magnética. As MCs sao importantes devido ao efeito sobre a atividade geo-
magnética. Dependendo das caracteristicas, o plasma no interior da nuvem tem um
acoplamento eletrodinamico com a magnetosfera da Terra. O objetivo desta tese
foi desenvolver uma metodologia para identificar e, posteriormente, caracterizar a
dinamica das MCs no meio interplanetario a partir de sinais recebidos pelos satélites.
Nem sempre é possivel usar os dados de plasma no vento solar (SW) devido & in-
disponibilidade para fazer esta identificacao. Neste trabalho as ferramentas usadas
foram: entropia espago temporal, expoentes de persisténcia, transformada wavelet
discreta e o método de minima variancia. Para isso, utilizou-se os dados do satélite
ACE, localizado no ponto de Lagrange L1 a 1.5 milhdes de km da Terra. Dos dez
instrumentos abordo do ACE, foram utilizados dois deles, o SWEPAM e o MAG
que medem dados de plasma e campo magnético, respectivamente. Utilizou-se os sis-
temas de coordenadas GSE e GSM, com resolucao temporal de 16 s, porém alguns
resultados foram gerados com dados em outras resolu¢oes temporais. As ferramentas
fisico-matematicas citados foram testados, em 41 MCs identificadas anteriormente
por outros autores, na regiao da bainha de plasma, da nuvem, e na regiao apos
nuvem visando validar a metodologia. A base fisica para a utilizacao das técnicas
foi a existéncia de caracteristicas relacionado com as ocorréncias de MC, pois veri-
ficamos que as MCs tem um campo magnético ordenado, autocorrelacionado, com
poucas flutuagoes e com aumento da memoria na serie temporal. Das ferramentas
utilizadas foi desenvolvido um grupo de indices relacionadas com a entropia (IE),
o comportamento e as caracteristicas de persisténcia, e os coeficientes wavelet. Os
indices sao calculados continuamente em janelas de 11.11 h em véarios intervalos de
vento solar. Eles auxiliam numa rapida identificacao dos candidatos & MCs no vento
solar. Foi utilizado a técnica de Analise de Minima Variancia (MVA) para determi-
nar a dire¢ao de rotacao do campo magnético dentro das MCs e a orientacao do eixo
das mesmas. Assim, as fronteiras da regiao da MC ficaram bem delimitadas. Nos
casos utilizados para teste a metodologia mostrou-se ttil. Comprovou-se a eficiéncia
das ferramentas utilizadas, pois foi possivel identificar novas MCs. Também foi es-
tudado dois casos onde duas MCs interagem. Para isso, foi necessario gerar mapas
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bidimensionais para visualizar as linhas de campo magnético, isto foi feito com uma
técnica de reconstrugao utilizando a equacao diferencial de Grad-Shafranov (GS).
No primeiro caso, onde duas MCs interagem, observa-se reconexao magnética, além
de encontrar laminas de correntes nessa regiao. A técnica dos coeficientes wavelet
auxiliou na identificacdo do ponto X de reconexao. No segundo caso estudado, o
ponto X de reconexao nao é observado. Esses resultados concordam com a fisica
do problema, das possiveis combinacoes de tipos de cordas de fluxos interagindo
s6 vao se reconectar aqueles onde os campos magnéticos entre eles tenham senti-
dos opostos. A contribuicao desta tese é a criagdo de uma nova metodologia para
identificacao e caracterizacao das MCs, utilizando novas ferramentas, até entao nao
experimentadas, com as outras ja existentes. A metodologia pode ser ajustada, em
num curto prazo de tempo, como um produto eficiente para estudar variabilidade
do Clima Espacial.
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1 INTRODUCTION

A subset of Interplanetary Coronal Mass Ejections (ICMEs) has simple flux rope-
like magnetic fields, named magnetic clouds (MCs) (BURLAGA et al., 1981; KLEIN;
BURLAGA, 1982; GOSLING, 1990). When the MC is moving faster than the sur-
rounding solar wind (SW), the plasma and magnetic field typically accumulate in
its front, forming a disturbed region so-called sheath region. The rapid decrease in
the total SW pressure with solar distance is the main driver of the magnetic flux-
rope radial expansion (DEMOULIN; DASSO, 2009). However, if a MC is moving slower
than the surrounding solar wind (KLEIN; BURLAGA, 1982; ZHANG; BURLAGA, 1988;
BURLAGA, 1988), the sheath region is difficult to be detected and the MC could go

unnoticed by the spacecraft.

The shock wave produced by the ICMEs is spatially greater than the MC, so a
spacecraft can detect the shock wave only sometimes (SCHWENN, 2006). Near 1 AU
MCs have enormous radial sizes (0.28 AU) with an average duration of 27 hours, an
average peak of the magnetic field strength of 18 nT and an average SW speed
of 420 km/s (KLEIN; BURLAGA, 1982). As it has been noted by many authors
(e.g. Zwickl et al. (1983), Richardson and Cane (1995)), sometimes individual signa-
tures may not be detected in all ICMEs, because they are not present or even there

are data gaps.

The above results was obtained fundamentally in the 1980s, working with obser-
vational data from Helios, IMP and Voyager spacecraft respectively. Beginning in
1990s other spacecrafts are launched with better instrumentations and analysis of
time series techniques began to be used. Thus, temporal evolution of SW structures
and its interaction with the Earth’s atmosphere have to be studied, using nonlinear
dynamics tools which are applied to time series analysis of several physical parame-
ters (e.g. Vassiliadis et al. (1991), Shan et al. (1991a), Shan et al. (1991b), Balasis et
al. (2011)). These mathematical tools are useful for the estimation of some statistical
coefficients, which are appropriated for characterize solar activity from the point of
view of turbulence, intermittence (e.g. Chian et al. (2006), Chian and Munoz (2011))
and instabilities in the interplanetary magnetic field (IMF), solar wind density and
velocity (e.g. Roberts et al. (1987), Miura (1984), Remya and Unnikrishnan (2010)).

An example of the aforementioned tools is the spatio temporal entropy' (STE)

lname given by Eugene Kononov’s Visual Recurrence Analysis (VRA) software, not to be
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and time correlation. It was used by Ojeda et al. (2005) to study solar wind events
classified as MCs. Those authors studied 20 MCs, 17 plasmoids (events not identified
as MC), and 20 time series of equivalent time duration representing quiet SW. We
take data of B, and SW V, components starting 48 hour before for study each MC.
Under MC conditions, a feature was noticed: the IMF B, has the tendency to present
lower STE values than the B, in other cases, such as in plasmoids and during quiet
solar wind. Thus, in this work a more detailed study of the STE in MCs is carried
out, allowing propose a physical interpretation and the basis for a MC identification

tool.

The test for independence and searching for correlations in a time series can be
carried out by use of an analytical tool from nonlinear dynamics, the estimation of
the Hurst exponent (HURST et al., 1965). It was first used by Mandelbrot and Wallis
(1969) to study a series of monthly sunspot of 200 years. It had a Hurst exponent
significantly larger than 0.5. On others papers such as Ruzmaikin et al. (1994), they
showed that the solar activity have long-term persistence when explore time series of
14C (Carbone-14). Calzadilla and Lazo (2001), Wei et al. (2004) studied time series
of Dy geomagnetic index which showed chaotic properties in association with self-
affine fractals. The D, index can be viewed as a self-affine fractal dynamic process,
as result of SW-magnetosphere interactions. In fact, the behavior of the Dy, index,
with a Hurst exponent H, ~ 0.5 (power-law exponent 3 ~ 2) at high frequency, is
similar to that of Brownian motion. Therefore, perhaps the dynamical invariants of
some physical parameters of the solar wind, specifically the MCs, may have spectral

characteristics similar to Brownian motion.

Price and Newman (2001) analyzed the behavior of solar wind dataset (IMF and
solar wind speed) with 1 min resolution from September 1978 to July 1979 using
the ISEE-3 spacecraft. They showed the time series, the power spectrum and the
R/S analysis for the IMF B, component for the month of March 1979. The B, time
series was self-similar for all time scales, highly coherent for time scales less than
one day, and only slightly coherent for time scales greater than one day. Also, they
found self-similarity and coherence properties when calculated B-power spectrum
values to vBz, AE index and the horizontal (H) component of the Earth’s magnetic

field. So, in this paper, a detailed study of persistence in magnetic clouds was done.

The wavelet transform is other modern tool with many application in time series

confused with spatio-temporal entropy image (STEI) (MA; ZHANG, 2001)
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analysis. The wavelet coefficients have been shown to be an useful tool for study non-
stationary time series corresponding to the horizontal component of the magnetic
field of ground stations (e.g. Mendes et al. (2005), Domingues et al. (2005)). The
wavelet analysis has the following propriety: the larger amplitudes of the wavelet
coefficients are associated with locally abrupt signal changes or “details” of higher
frequency (SIMOES, 2011). In the work of Mendes et al. (2005) and the following
work of Mendes da Costa et al. (2011), a method for the detection of the transition
region and the exactly location of this discontinuities due to geomagnetic storms
was implemented. In these cases, the highest amplitudes of the wavelet coefficients
indicate the singularities on the geomagnetic signal in association with the disturbed
periods. Nevertheless, when the magnetosphere is under quiet conditions for the
geomagnetic signal, the wavelet coefficients show very small amplitudes. In this
work, we applied this methodology with Daubechies orthogonal wavelet function of

order 2 to study magnetic field fluctuations inside of MCs.

With data measured from a spacecraft, it is possible to study the topology magnetic
field lines of a magnetic cloud and its axis orientation in the interplanetary medium.
In specific conditions as magnetic field vector rotates in almost parallel planes, then
we could use the minimum variance analysis (MVA) method (BOTHMER; SCHWENN,
1998) to determine the direction of the axis in the MC, as well as boundaries of it.
Later, it was proven by Burlaga (1988) that the minimum variance analysis depended
on the minimum distance between the trajectory of spacecraft and the cloud axis,
especially, for large distances. Local MVA analysis have been widely used and still
continue to be used (LUT et al., 2008; LUCAS, 2009; LUCAS et al., 2011), to identify
the direction of the rotation inside of MCs, as well as to identify magnetic cloud
boundary layer (SONNERUP; SCHEIBLE, 1998). Thus, the MVA method has been
used in this work to identify the boundary of some MCs.

An isolated spacecraft measurement is only a dataset of records obtained in a line
that cross a 3D magnetic structure of plasmas such as magnetic flux-ropes and MCs
in the solar wind. Sonnerup and Guo (1996), Hau and Sonnerup (1999) developed
a method for recovering two-dimensional structures in the magnetopause, from the
Grad-Shafranov (GS) equation, in an ideal MHD formulation to examine magnetic
flux-ropes near the magnetopause. The method is called Grad-Shafranov or GS
reconstruction. Later, it was developed to study magnetic flux ropes in the solar
wind, and in the magnetotail from a simple spacecraft (HU; SONNERUP, 2001; HU;



SONNERUP, 2003; TEH; HAU, 2004; TEH; HAU, 2007; DU et al., 2007; LUI et al., 2008)
and it was extended to treat measurements from multiple satellites (SONNERUP et
al., 2004; HASEGAWA et al., 2005; HASEGAWA et al., 2006; HASEGAWA et al., 2007; TEH,
2007; MOSTL, 2009; LUI, 2011).

Hu and Sonnerup (2001), Hu and Sonnerup (2002) were the first in applied this
method to magnetic flux ropes and MCs in the interplanetary medium. However here
in this work, their two-dimensional (2-D) cross sections are recovered in a rectangular
domain. We use the aforementioned method to study magnetic reconnection between
multiple flux-ropes events at 1 AU. Magnetic reconnection is an important physical
mechanism at least interacting with the trigger and acceleration of the erupting
coronal magnetic structures in a good number of CME events (QTU et al., 2007). The
relation between current sheets, intermittent turbulence and magnetic reconnection
in the leading edge of an ICME was investigated by Chian and Munoz (2011), Munoz
(2011). A significant change in magnetic field rotation from one side to the other of
the structure is a characteristic feature of current sheets studied. They improve a
method used by Li (2008) to search current sheets using single-spacecraft magnetic

field data. This method to search for current sheets is used in this work.

The motivation of this thesis is to contribute for better understanding of the physics
of magnetic clouds and create a methodology to identify and characterize this events
in the SW. The importance is to provide in the future as application, diagnostics
useful for Space Weather. As a futher result, we expect to provided an application

which useful product to Space Weather Programme, mainly the INPE’s program.

The general objective is to construct a methodology which will improve models to

identify and characterize MCs.

The specific objectives are:

1) The dynamic of the MCs will be characterized from the spacecraft signal.

2) Analysis tools which will identify automatically cloud candidates from interplan-

etary magnetic field data.

3) MCs with double-rotation magnetic field configuration will be studied.

The main contributions of this work are:



1)

2)

Studies of a spatial structure that is one of the most geoeffective interplanetary

events.

The establishment of a methodology to identify MC candidates using only the
magnetic field dataset. By first time, with nonlinear dynamics tools will be pos-

sible identify flux-ropes associated with MCs.

The identification of complex multiple flux-rope associated with MCs and the
transversal reconstruction of the structure to study magnetic reconnection be-

tween 1it.
The detection of current sheets between two MCs in reconnection.

Proposition of an interplanetary entropy (IE) index that allows a preliminary

localization of events appointed as MC candidate.

Contributions with methodological bases for an easy and automatic computa-
tional procedure for preliminary survey on MC occurrences for scientific goals,

or even a convenient MC warning for the space weather purposes.

New MC events are studied, and new informations are offered to the Space

Physics Community.

This thesis is organized as follows: in Chapter 2, we presented a review on the

theoretical and observational aspects of the MCs, which are still under discussion;

Chapter 3, the instrumentation and dataset used in this work are presented; In

Chapter 4, we introduce basic concepts of the physical and mathematical tools used

in this work. In Chapter 5, we explain how to use the previous tools to identify and

characterize flux-rope associated with MCs. In Chapter 6, the results and discussion

of the thesis are presented; In Chapter 7 the conclusions are presented. Finally,

for a better understanding of the work, a number of appendices and annexes are

incorporated. Our philosophy for the realization of this thesis was to explain in

detail all the physical-mathematical formalism up to the final results. So this thesis

could be a useful study material for future works.






2 A REVIEW ON THE THEORETICAL AND OBSERVATIONAL AS-
PECTS RELATED TO INTERPLANETARY MAGNETIC CLOUDS

In this chapter, we present a review on the theoretical and observational aspects of
the interplanetary magnetic clouds (MCs). It is an area under intensive discussion.
We will talk about the most important models in the literature to study the magnetic
clouds. Also we will present a review about the works that studied MCs through

spacecraft observations.
2.1 Magnetic clouds

Coronal Mass Ejection (CMEs) are massive expulsions of magnetized plasma from
the solar atmosphere (DASSO et al., 2005). As a consequence of this ejection, CMEs
can form confined magnetic structures with both extremes of the magnetic field lines
connected to the solar surface, extending far away from the Sun into the solar wind.
Solar Ejecta (also known as Interplanetary Coronal Mass Ejections, [CMEs) are the
interplanetary manifestation of CMEs events (DASSO et al., 2005). The important
subset of ICMEs known as interplanetary magnetic clouds (MCs), a term intro-
duced by Burlaga et al. (1981), is characterized fundamentally by enhanced mag-
netic field strengths with respect to ambient values (BURLAGA et al., 1981; KLEIN;
BURLAGA, 1982; BURLAGA, 1991). A MC ejected from the Sun is simulated as a
part of a toroid. Its evolution and propagation through interplanetary space can
be studied using three-dimensional magnetohydrodynamic self-consistent numerical
simulations (VANDAS et al., 2002).

The pioneer studies on plasma clouds emitted by the Sun were developed about
1950s (MORRISON, 1954; COCCONI et al., 1958; PIDDINGTON, 1958). However the
definition and the term of “magnetic cloud” were presented by the first time in the
work of Burlaga et al. (1981). Nowadays the specific signatures which have to be
necessarily fulfilled are the following: (1) Smooth rotation in B with low variance;
(2) low proton temperature and (3) low plasma [, which is the ratio of the plasma
pressure, p = nkgT, to the magnetic pressure, ppm., = B*/2u0 where n is number
density, Kp Boltzmann constant, T temperature, B magnetic field and p¢ magnetic

permeability of the free space.

Initial studies to analyze the three-dimensional configuration of the magnetic field of

these phenomena has been developed by Burlaga et al. (1981). The minimum vari-



ance analysis (MVA) was used as a method to identify and describe planar magnetic
field configuration associated with thin current sheets in the SW (BURLAGA; KLEIN,
1980) and planetary magnetospheres (LEPPING; BEHANNON, 1980). Burlaga et al.
(1981) used MVA to analyze the magnetic field configuration in a MC observed with
4 spacecraft: Voyager 1 and 2, IMP 8, and Helios 2. They concluded that MC could
be represented as a magnetic cylinder whose axis lies close in the equatorial plane,

marking an angle of nearly 90° with respect to the radial direction.

Considering a cylindrical geometry for MCs, the MVA (SONNERUP; CAHILL, 1967)
resulted an useful tool to calculate the direction of the cloud axis. Klein and Burlaga
(1982) identified 45 events in the period from 1967 to 1978, where the latitude and
longitude of the clouds axis were calculated. The results of Burlaga et al. (1981) also
were consistent with other configurations. Ivanov and Harshiladze (1984) created a

mathematical formulation using a cloud configuration as an oblate ellipsoidal.

Goldstein (1983) considered a force-free configuration in the search for a stable topol-
ogy of the MCs. Marubashi (1986) studied IMF data from the Pioneer Venus orbiter
(PVO) between December 1978 to May 1984 in search of interplanetary magnetic
flux ropes near the Venus orbit. As a result, twenty-six well defined flux ropes were
found which have characteristics similar to those of flux ropes observed near Earth.
In one case, where the Sun, Venus and Earth were closely aligned, an almost iden-
tical structure was observed by the PVO and the Earth-orbiting spacecraft with a
time delay of about 36 hours. This observation provides evidence that the struc-
ture of interplanetary magnetic flux ropes are maintained during propagation at
least from 0.72 AU (Astronomical Unit (AU): the average distance from the Earth
to the Sun. One AU = 93 million miles or 149.6 million km) to 1 AU. A simple
solution for a cylindrically symmetric force-free field with constant alpha was stud-
ied by Lundquist (1950), and mentioned also in Lundquist (1951). Burlaga (1988)
studied the aforementioned solution with constant alpha to describe the types of
signatures observed in the SW at 1 AU.

To find plasma beta values significantly lower than 1 during the identification of a
MC, magnetic field and plasma observations at spacecraft are required. Many times
the temperature and density data on spacecraft have many gaps during periods
in which the plasma instruments could be saturated as a result of intense particle
fluxes (for example, Bastille Day in the ACE spacecraft). If this condition occurs,

it makes impossible to calculate the plasma beta, but it is still possible to detect



Table 2.1 - Summary of seven previous studies that identified MCs before 2003. In column
one: 1- Bothmer and Rust (1997), 2- Bothmer and Schwenn (1998), 3- Mulligan
et al. (1998), 4- Lynch et al. (2003), 5- Wu et al. (2003), 6- Huttunen et al.
(2005), 7- Nieves-Chinchilla et al. (2005).

Paper Period T} (years) Spacf MC
1 1965-1993 28 OMNI 67
2 12/1974-07/1981 6.7 Helios 1/2 45
3 1979-1988 10 Pioneer 61
4 02/1998-07/2001 3.5 ACE 26
5 1995-2002 8 WIND 71
6 1997-2003 7 WIND/ACE 73 (and 7 cloud candidate)
7 2000-2003 4 WIND/ACE 35

SOURCE: Adapted from Huttunen et al. (2005) and updated by us.

the MC using magnetometers data (e.g. Huttunen et al. (2005), Nieves-Chinchilla
et al. (2005)). Here is the contribution we intend to do with this work, showing an
approach that could help to identify MCs, and it is proposed as basis for an auxiliary

analysis tool.

The main contributions related to the identification of MCs are summarized in
Table 2.1. It was adapted from Huttunen et al. (2005) and updated by us. We
show in each column of this table, the paper, the period of the investigation, the
examination period (73), the spacecrafts used (Spacf), and the quantities number of
MCs identified. Bothmer and Rust (1997), Bothmer and Schwenn (1998), Huttunen
et al. (2005) identified MCs based on the MVA method; Mulligan et al. (1998)
identified and classified MCs using the visual inspection of the data; Lynch et al.
(2003) and Wu et al. (2003, /WIND list) used the least-square fitting routine by
Lepping et al. (1990); while Nieves-Chinchilla et al. (2005) studied all the MCs
observed during the time interval 2000 —2003 using the elliptical cross-section model
(HIDALGO, 2003; HIDALGO, 2005), where a distortion and expansion of the cross-

section of the cloud is included from first principles.

From 1997 — 2003 in solar cycle 23, SW data were investigated by Huttunen et al.
(2005) using the MVA method (SONNERUP; CAHILL, 1967; BOTHMER; SCHWENN,
1998) to determine if they have flux-rope structures. They identified 73 MCs (and 7
MC candidates) observed by the ACE and WIND spacecraft. In principle the axis
of a MC can have any orientation with respect to the ecliptic plane (BOTHMER;



SCHWENN, 1994; BOTHMER; SCHWENN, 1998), identified by the azimuthal direction
in the ecliptic, called ¢¢, and the inclination relative to the ecliptic, called .. With
the MVA, the angles above can be calculated (BOTHMER; SCHWENN, 1998).

2.2 Magnetic cloud models

As was summarized by Dasso et al. (2005), an interplanetary flux tubes or flux ropes
(in particular MCs) can be modeled locally using helical cylindrical geometry as first

approximation (FARRUGIA et al., 1995) or using different approaches:

1) a linear force-free field (e.g. Burlaga et al. (1981), Burlaga (1988), Lepping et al.
(1990)),

2) a force-free uniformly twisted field (e.g. Farrugia et al. (1999)) and

3) some non-force-free models. In particular four non-force-free models have been
applied to interplanetary flux tubes: (i) a non-azially symmetric model (HU;
SONNERUP, 2001), and three azially symmetric models: (ii) with a radial expo-
nential dependency for the azimuthal and poloidal components of the magnetic
field (MULLIGAN; RUSSEL, 2001), (iii) with a constant current density (HIDALGO
et al., 2002), and (iv) with an azimuthal current density depending linearly on
the distance to the axis of the tube (CID et al., 2002).

All those models are physically different and it is not yet clear which of them gives
the best representation of interplanetary flux tubes (DASSO et al., 2005). Also for a

rapid review of some of above models see Dasso et al. (2005).

In this section, we review the concepts of linear force-free field model and the non-

axially symmetric model, it are used for the development of this thesis.
2.2.1 Linear force-free field model

Before beginning the study of MCs, it is important demonstrate the linear force-
free condition (LUNDQUIST, 1950; GOLDSTEIN, 1983; IVANOV; HARSHILADZE, 1984;
BURLAGA, 1988). Because it is the most typical and simple model that is used
to study magnetic cloud and it will be used to explain some results of this work.
We consider a region of space where the external magnetic field B is in a fixed

direction perpendicular to the plane, where a plasma volume exist in the form of
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Figure 2.1 - This volume is at equilibrium in a MHD flow of an electrically conducting fluid
under a gravitational field, a magnetic field and a pressure gradient.

fluid influenced by a hydrostatic pressure gradient. The particles are moving inside
of plasma and form an electric current j, on the plane perpendicular to magnetic
field. A plasma in the interplanetary medium is influenced by the gravities of the
other celestial bodies then we need to add a gravity force over plasma. All the above
mentioned are summarized in Figure 2.1. The resultant of force per unit area [N/m?]
is:

dv

P = —Vp+J x B+ pj. (2.1)

Plasma has typical parameters:

a) Velocity vy (m/s).

b) Density po (kg/m?).

c¢) Pressure py (N/m).

d) Magnetic induction By (nT).
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e) Length scale Ly (m).

To make considerations in MHD theory is common to write the equations in terms

of orders of magnitudes and Equation 2.1 is:
2 2
Loy Po By ]
— | =7 | T || tlpog
[ Lo } {LO] LﬁoLo g
N N N N
mz] = ) T mE| T e
a) The second and third term of Equation 2.1 are directly compared. We
can consider that inside of interplanetary magnetic cloud the gravitational

term is smaller than the magnetic term, pog < B2/(u0Lo). Then, the

gravitational term can be neglected.

—

d — —
pd—: =—-Vp+JxB (2.2)

b) The two right-hand terms in the above equation are of same orders of

magnitudes and we can compare the magnetic term with the left-hand

) (2]

c¢) In a stationary plasma the particle velocities are smaller than Alfvén ve-

term of the equation:

locity (va):

B
R (2.4)

dividing by Lo/ po:
POUg 3 2
— KL —— =U3.
Ly foLo A

Then, we obtain the magnetostatic equilibrium:

Vp=Jx B. (2.5)

The term force-free means that the Lorentz force (J x B) is zero. Also, the term is
used when one refers to the magnetohydrostatic equilibrium, when external forces
are neglected in the cloud (IVANOV; HARSHILADZE, 1984). If the gravitational force

is neglected, for balance must be taken that the magnetic force is equal to the plasma
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pressure gradient (see Equation 2.5). Comparing the size of the gas pressure, p, to
the magnetic pressure, B%/(2u), it is introduced a parameter, called the plasma
beta, 8 = p/(B?/(2up)). If B >> 1, then the magnetic field is dominated by the gas
pressure and the Lorentz force is neglected. On the other hand, if 8 < 1, then the
magnetic field dominates and p may be neglected. The plasma beta is low inside of
a MC.

We write some of Maxwell’s equations to start the study of force-free system:

. B
VxFE= _88—75 Faraday’s law
V xB= ,uoj Ampere’s law (2.6)

J=0o(E+7xB) Ohm’s law

The magnetohydrostatic equilibrium equation is reduced to (V x B) x B = po(J x
ﬁ) = 0, and the magnetic field is said to be force-free. The solution is that the

current is parallel to the magnetic field.

V x B =aB, (2.7)

or
V2B = —a?’B

Since V-B = 0 and a may be a scalar function of position, (Vx B)x B = a(Bx B) =

0. There is an infinite number of configurations for different choices of a.

Besides, one can write the vector identities:

Vx(VxD)=V(V-D)—(V-V)D
: (fﬁﬁ) = ¢V -D+ (5 V), (¢ is a scalar function)
V- (VxD)=0

If D=B,¢=aand V- B =0 (there are no magnetic monopole) then using the

13



previous identities we arrive to the expression

V- (aB)=aV-B+ (B -V)a
= (B-V)a,

from Equation 2.7:

Assuming that the magnetic field (force-free) falls due to finite conductivity of the
fluid. We applied the curl operator onto Ohm’s law that is shown in the Equation 2.6,
V xJ=0oV x E + 0,V x (7 x B),

VXE:ifo—Vx(Uxé).

0o

If the magnetic field is force-free, F,, = ¢q(U x E) = 0, then the particles travel
along magnetic field lines (7 || B). We join the Faraday and Ampere laws with the

previous equation:

— =-—(VxJ)=-———(Vx(VxB)), (2.8)

and from Equation 2.7
oB 1

— = B)). 2.9
=~ (V% () (2.9
Using the mathematical identity: V x (aB) = a(V x B) + (Va) x B, the final
expression is

0B 1

— = 23 5]
5 Toon [a“B + (Va) x BJ. (2.10)

The second term in the right-hand side of the above equation may twist the shape
of the fluid, because, Va x E, will produce a force on the field line g, causing
twist. The topological magnitude to measuring the twist of magnetic field lines is
the magnetic helicity H (DASSO et al., 2005):

H:/E-édeithézv“f. (2.11)
\%
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In this formalism the magnetic field helicity is invariant.

If we consider a force-free field and « as a constant. The Equation (2.10) becomes:

0B _ _ ( o’ ) B (2.12)

ot Ho0o

and the solution is:

o2

B = Bee wom'. (2.13)

Goldstein (1983) proposed a magnetic force-free configuration with cylindrical sym-
metry to study the MCs, but not shown a particular solution of Equation 2.7 to

describe the observations.
Writing .JJ and B in cylindrical coordinates (J = (J,., Jg, J.) and B = (B,, By, B.)):
Jx B = (JyB, — J.By)i + (J.B, — J,B.)0 + (J,By — JyB,)2

and o 19p. 0
. 1O Op.
VP_8TT+T81919+822'

Consider a cylindrically symmetric flux tube with magnetic field components

B,.(r) = 0 and gas pressure, p = p(r), then % _ g_g — 0
dp(r)
dr

= Jy(r)B.(r) — J,(r)By(r) (2.14)

Using equation from Ampere’s law and calculating V x B in cylindrical coordinates,

; 1 9B. 1 0(rBy)
_ 2.1
J (0’ o Or " por Or ) ’ (2.15)

one can show that:

Then, the Equation 2.7, for a cylindrical symmetry with infinite length and oo = «(r)

is transformed in a differential system:

a(r)By = —885;2 (2.16)
a(r)B, = %8(7;?9). (2.17)

Alternatively, By and B, may be prescribed. If the field is force-free only one of By
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and B, can be chosen:
r 1

By=—— B = —
VT 14172

(2.18)

and the two differential equations are transformed in a linear system dependent

of a = a(r).

T 2r

&1—1-7’2 N (14 1r2)2

this implies a(r) = 2/(1 + r?).
Equation 2.18 gives a field with uniform twist, where the twist is defined as:

LprB
o, = F; Y where Lpp is the length of the flux tube (2.19)
rDy

Considering o = constant, the above two differential Equations 2.16 and 2.17 can

be written as

1dB,(r)
By(r) = ——— (2.20)
1d [ dB,(r) 9 B
o (T I ) +a“B.(r) = 0. (2.21)
Solving 2.20 and 2.21 gives (LUNDQUIST, 1950)
By(r) = Ji(ar) and B,(r) = Jy(ar), (2.22)

where Jy and J; are the Bessel function of the first kind of order 0 and 1 (see field

lines configuration in Figure 2.2)

Lepping et al. (1990) developed a scheme for fitting the interplanetary magnetic field
data obtained within an observed cloud to a model that has proven to be successful
for describing cloud field structure, at least to first order. The model, based on
Lundquist (1950) constant-c force-free field solution, was introduced by Burlaga
(1988) and employed by him in fitting many cases with trial and error solution with

generally good results.
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Figure 2.2 - Force-free field in an infinite cylinder. SOURCE: Lundquist (1950).

We rewritten the Equation 2.22 as Lepping et al. (1990):

Axial component : By = BeJo(ar),
Tangential component : Br = BoH Ji(ar), (2.23)

Radial component : Bg = 0,

where H = +1, the sign providing the handedness of the field helicity, and where
B¢ is an estimate of field at the axis of the cloud and r is the radial distance from

the axis.

Figure 2.3a shows the field lines within a computer-simulated MC. The field is a
straight line along the axis of the cloud and changes to helical lines as we move
away from the axis, finally becoming circle at the boundary. We first see a heavy
solid straight line on the axis, then dashed spiral curves of moderated density and
moderate pitch angle, and low-density dotted curves of large pitch near the bound-
ary. Also, the spacecraft trajectory is shown in the figure, if it is denoted by the
unit vector S then Lepping et al. (1990) call’s the Z axis, and the cross product
Z xS is the Y axis. Finally, as usual Y x Z = X. It is assumed that clouds are large
loops (flux ropes) with their roots connected to the Sun. It is obvious that cylindri-
cal geometry when applied for such bodies cannot describe effects of curvature on
magnetic field profiles. For this purpose considering MCs as parts of toroids is more
appropriate (ROMASHETS; VANDAS, 2003).
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Figure 2.3 - The sketch is reproduced from Burlaga (1991) to represent magnetic field lines
inside of a magnetic cloud. (a) Idealized cylindrically symmetric force free flux
rope, representing the magnetic cloud as observed by a spacecraft traveling
through it. (b) Shows a sketch of the cloud’s envisioned global geometry ( 1
AU scale in this case). SOURCE: Lepping et al. (1997).

There have been attempts to treat interplanetary magnetic flux-ropes by toroidal
force-free structures: Ivanov et al. (1989), Romashets and Vandas (2003) used the
constant-alpha field distribution within a toroid found by Miller and Turner (1981).

Ivanov et al. (1989) proposed two solution with different geometry respectively:

a) The most common definition of oblate spheroidal coordinates (u, v, ¢) is

x = acosh p cosv cos ¢
y = a cosh p cosvsin ¢

z = asinh psinv

where p is a nonnegative real number and the angle v lies between +90°.
The azimuthal angle ¢ can fall anywhere on a full circle, between +180°
for which a = v/b? — ¢2 is defined from b (major axis, along x) and ¢ (minor
axis, along z) (IVANOV; HARSHILADZE, 1984; LIPKIE, 2001). Another set
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of oblate spheroidal coordinates (n,&,¢) are sometimes used where 1 =
sinh ¢ and £ = sinv (LIPKIE, 2001). The curves of constant 7 are oblate
spheroids and the curves of constant £ are the hyperboloids of revolution.
The coordinate 7 is restricted by 0 < n < oo and £ is restricted by —1 <

¢ < 1. The relationship to Cartesian coordinates is

v =ay/(L+72)(1— &) cosp
y=ay/ (1 +m?)(1-€)siny
z = ank.

The solution of the Equation 2.7 is (IVANOV; HARSHILADZE, 1984; ITVANOV

et al., 1989):
B =2xX Vihy + [V x (7 x Vib,)]/a, (2.24)
sin(c con cos(c —sin(c
¢8p — AOO ( On) _ AOlé( 077 ( 02)2 ( 077)) (225)
CoM con

where ¢y = a/b% — ¢ and 1), is the scalar potential (B = V x Vi),,) and

Ago, Ap1,a are sets of free parameters to computing the model.

b) In the toroidally-distorted cylindrical coordinates, (rq, ¥4, zq4) are related
to cylindrical coordinates (r, ¥, z) by (MILLER; TURNER, 1981)

r=Ry+rqcosty, z=rgsintdy , 9 = —z4/Ry. (2.26)
The solution of Equation 2.7 is
B,, = BolagF (rq) — Jo(arg)] sinvy/(aRy),

By, = By[J1(arq) — (JO(O”“d) — Qg dzgd)) cos ¥4/ (alp)]

B., = By[Jo(ary) — apF(rq) cos V]

where
rq 1 Jo(avag)

50004 5 T )

F(ryg) = Ji(ary),

ap and Ry are radii of a compact toroid with the final ration; ag/Rg < 1.

The computer aided calculation of theoretical values of magnetic field was made for
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different sets of free parameters By, ag, @ and Ry. Ivanov et al. (1989) suggested
that the extra parameter provided by that model gives somewhat better fits than
the cylindrically symmetric model. Marubashi (1997) applied the Lundquist solution
locally along a toroid. The solution by Miller and Turner (1981) is valid only for large
aspect ratio tori. But in different parts of observed magnetic clouds this ratio can
be small, which means small and large radii can be comparable (e.g., see the MHD
simulations by Vandas et al. (2002)). An analytical solution of force-free magnetic
fields inside a toroid with an arbitrary aspect ratio was founded by Romashets and
Vandas (2003); if it is assumed that a magnetic cloud is a large loop with roots at

the Sun, then its part can be locally treated as a part of a toroid.

Due to the frequent occurrence of CMEs, multiple magnetic clouds (multi-MCs), in
which one MC catches up another, should be a relatively common phenomenon. A
simple flux rope model can be used to get the primary magnetic field features of
multi-MCs (WANG et al., 2002). Results indicate that the magnetic field configuration
of multi-MCs mainly depends on the magnetic field characteristics of each member
of multi-MCs (HU et al., 2003). In this thesis we study some multi-MCs event but
using tools of non-linear dynamic, the MVA method and a non-axially symmetric
(of the flux-rope) model known as Grad-Shafranov reconstruction (HAU; SONNERUP,
1999; HU et al., 2003; HU et al., 2004).

2.2.2 Grad-Shafranov model

Nowadays some important studies on space plasmas are based on the investigation
of two fundamental questions: (1) what means exactly an electromagnetic confine-
ment? (2) How is the evolution of plasmas within a such confinement? Those kinds
of studies involve basically nonlinear elliptic partial differential equations with free
boundary conditions and can be performed using the Grad-Shafranov (GS) equa-
tion (GRAD; RUBIN, 1958) in regions with toroidal symmetry. However, Sonnerup
and Guo (1996), Hau and Sonnerup (1999) developed a method for recovering two-
dimensional structures in the magnetopause, from the GS equation, in an ideal MHD
formulation. The method is called Grad-Shafranov or GS reconstruction. Using the
spacecraft measurements as initial values, this approach can treats the problem as
a Cauchy problem - although it is ill-posed - and it can be solved numerically. This
kind of study has been initiated at INPE by the authors of this work.

In this Subsection, we develop in detail the physical-mathematical methodology
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from an ideal MHD formulation to reach the Grad-Shafranov equation. We use the

mathematical representation shown by Sonnerup and Guo (1996), Hau and Sonnerup
(1999).

We start from a Two-dimensional Cartesian Coordinate System where z—axis is

invariant (0/0z = 0 for any physical quantity). Let A the magnetic vector potential:
A=A+ A+ Az, )3, . (2.27)

where A(z,y) = |Aud + Ayj]. We have by definition, V x A = B then B L A (see
Figure 2.4.

A

= — — —

Figure 2.4 - We show the spatial configuration between the vectors A and B.

Hereafter, vectors in xy plane are denoted by L:

B =B,i+B,j+ B.2=B, + B.2 (2.28)
= ~ 0A(z,y) 0A,) . 0A(z,y) 0ALY\ . 0A, 0A,\ .
B = A= — — — i
VX ( dy oz )" Ox 9z )Y * Ox dy :
5 0Ay) . 0A(wy) . (94, 0A.Y |
_ _ _ 2.2
B dy . or 7 + Ox dy = (229)
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remembering that 0/0z = 0,

then,
VAXx zZ=—2— —y+0z, (2.30)

substituting in 2.29

B=VAXx2+B.3
B, — (8Ay B an)

Or oy
B=D5B,+B.2
B, =VAx 2.

A(z,y) is constant over a given magnetic field line, and VA(z,y) is always perpen-
dicular to B. That means, VA - B=0:

VA-B= (%Uﬂ%moz) : (%:@ aAw(%—aAﬂ”)z)

ox Jy y B %y ox oy
0404 0404 _
Oz dy Oy Or

In the MHD theory, in two-dimensional and stationary structures, the Lorentz force

has to be balanced by a pressure force, it is known as magnetostatic equilibrium:
Vp = J x B, J — current density, p — plasma pressure. (2.31)

The Equation 2.31 has several theoretical considerations and it is related to the

force-free model. We did a discussion of this equation in Subsection 2.2.1.
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We continue to work with Equation 2.31:

Vp:fxé
0 0 o -
Pi+Lyioz= <JL+JZ2) x <BL+BZ2)
ox oy
@;ﬁJr@g:JZ(éxél)+<flxz>Bz+Jsz(zx2)+flxEL,
ox dy

In right-hand side, first and second terms are into zy (or L) plane, the third term is
zero and the fourth term is a vector parallel to z-axis. The vector identity is true if

there is not component in the z—axis, therefore J x B, = 0, this is J_lHEL Finally,
TxB=J.(2xB)+ (J.x 2) B. (2.32)

The expressions for J, and J, are searched using Ampere’s law.

also,
Vx B=Vx(VxA)
0A 0A
— e oy B
(8yx az7 " ZZ)
(N P S P e
Oy ox Y ox?  Oy?
0B, . 0B, . o
8yx_ axy—V Az, (2.34)
and 9B. OB
B A: ZA_—ZA
VB, X Z ayaz 8xy’

considering Equation 2.33

VxB=VB, x2—V2A3
V2A

<,

- 1
J+J,z2=—VB, x2z—
Ho Ho

where

- 1
J =—VB, x 2, (2.35)
Ho
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and
J. = 3 (2.36)

If the vectors Jl and él are parallel, as indicated in the preceding paragraphs, then
the vector VB, is perpendicular to J. and EZ respectively (see Figure 2.5). We
recall that VA is in the zy plane, VA L Z.

zZ

AN

<
I
Neng

= VB,

i

Figure 2.5 - We show the configuration of vectors J1, Bl, VB, and B, in ideal MHD fluid
to obtain de GS equation. The vector VB, is perpendicular to Jj_ and Ez

respectively.
With the following vector identity C' x (D x E) = D(E - C) — E(D - C) and using
the equation El = VD x z, we have that:
2x B, =2x%x(VAx3)
=VA(z-2)—2(VA-2)
= VA, (2.37)

because VA L Z, then Z x B, is a vector in xy—plane.

We use the Equation 2.35 and the vector identity (D x E)xC = E(D-C)—D(E-C)
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to obtain the following result:

- 1
J x 2B, =—(VB, X 2) X 2B,
Ho
B, . . ..
= —[2(VB,-2) = VB,(2-2)]
Ho
B
= —-—VB., (2.38)
Ho

Where it is considered that VB, L Z. The Equation 2.38 represent a vector in the
xy—plane. We make the substitution of the Equations 2.36, 2.37 and 2.38 into 2.32:

Lo 1
JxB=Vp= —M—{[VQA]VA + B,VDB.}. (2.39)
0
As the vectors VA and VB, are in xy—plane then the above equation represent
a vector in the same plane. Since p and VB, are constant along a field line and
should be only functions of A, it is Vp = (dp/dA)VA and VB, = (dB,/dA)VA.
Substituting in 2.39,
dp dB,

1 1
L VA=—-——{[V?AIVA+ B,—2VA Itipli C—
dAv Mo{[v |IVA+ ZdAv } multiplied by oA’

and solve for V2A in the above equation

Mo dA 2,&0 dA
VA = — Ll + 5; (2.40)
= —Ho dA p 2,&0 ) .

The Equation 2.40 is known as Grad-Shafranov equation. We present a summary of
the theoretical concepts to obtain de Grad-Shafranov equation:

1) 2D-system with Z—axis invariant, d/0z = 0 for any parameter.

2) VA is always L to B.

3) Two-dimensional structure of a stationary plasma described by the balance of

pressure force and magnetic forces, respectively.

4) A stationary plasma means that the velocity of the particles is less than the

Alfvén velocity, v? < v4.
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5) The plasma gravity term is smaller than the magnetic and the plasma beta is
small 5 < 1 (in L —plane).

6) We have a magnetostatic equilibrium, Vp = J x B.

7) J1||§L This causes the system to be force-free out of the xy—plane but the
system is not completely force-free, there is a force in the zy—plane to ensure

the equilibrium, see Equation 2.32.
8) VB, L (J, and B.).
9) VA isin the zy—plane or L plane, VA L 2 .

10) p and VB, are constants along a magnetic field line.

Grad-Shafranov equation of force-free model

We may also obtain the Grad-Shafranov equation from the special case of a force-free
system. If the system is force-free then p = 0 in the GS equation and it is obtained
V2A = —d(B?)/(2dA). At above result also is arrived from the force-free condition.

We started working with the equation of force-free model to obtain the GS equation.
V x B =aB, (2.41)

Recalling the Equations 2.34 and 2.29:

B= - j— V2AZ

V X ayaz 8:cy V<AZ
g_oA, 04, (04, 04.),
Oy oz ox oy

Replacing the previous two equations in 2.41, we have a vector equation:

0A 0A
== —a==.aB
ay? aax7o{ Z:|

oy’ Or

[aBZ aBZ7_V2A} _ [a

that can be transformed in a system of three equations. We can write two equations

of the above system to eliminate a:

0B, /0y — adA/0y =0 [OA/Ox
—0B,/0x + adA/0x =0 [OA/Jy
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We arrived at the expression that defines the Jacobian (J).

9AOB. 9A9B. _ (AB) _
or 0y Oy 9z “\ a9y )

When the Jacobian is zero, the most general solution is B, = B.(A), then:

0B, dB,0A
or  dA 0z’
4B,
T A
—VA? =aB,.

So the Grad-Shafranov equation for a force-free system is:

dB, d (B*A
V?A=-B, = Moo ( 220 )) (2.42)

2.3 Observations

The MCs are observed in a clear way when the spacecraft crosses the magnetic field
structure close by its center (SCHWENN, 2006). In-situ measurements are limited to
the spacecraft trajectory crossing the incoming ICME. Therefore, one needs to rely
on modeling evaluation in order to derive the global magnetic structure from avail-
able local measurements (DEMOULIN; DASSO, 2009). When the flux rope is moving
faster than the surrounding solar wind (SW), plasmas and magnetic field accumulate

typically in front it, that create a plasma sheath region.
2.3.1 Magnetic polarity and orientation of the flux-rope

Satellite measurements made in the interplanetary medium have revealed the fre-
quent occurrence of transient large-scale solar wind streams (radial sizes of 0.25
AU at 1 AU) that exhibit the internal field structure of helical magnetic flux
ropes (e.g. Klein and Burlaga (1982), Lepping et al. (1990), Bothmer and Schwenn
(1998)). These low plasma-/ flows are called MCs. The ratio of ICMEs being helical
is important to investigate questions about the Sun’s helicity (see Equation 2.11)
budget and its possible variation over the solar cycle. Helicity quantifies several as-
pects of a given magnetic structure, such as the twist, the kink, the number of knots

between magnetic field lines, the linking between magnetic flux tubes, etc. Magnetic
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helicity is observed in the SW on all scales (KUMAR; RUST, 1996), from more than 1
AU to less than the gyro-radius of a thermal proton (e.g. Dasso et al. (2005)). In a
dynamically turbulent medium, such as the solar wind, magnetic helicity tends to be
transported to larger scales. When a MC is ejected from the solar corona, it carries
an important amount of H. Thus, estimations of the content of H in MCs can help
us to understand the physical processes involved in the expulsion of twisted mag-
netic flux tubes from the Sun and their dynamical evolution in the SW (e.g. Dasso
et al. (2005)). There is observational evidence showing that the helicity sign in MCs
matches with their source regions (e.g. Bothmer and Schwenn (1994), Rust (1994),
Marubashi (1997)).
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Figure 2.6 - Idealized sketch showing the expected magnetic field signatures during pas-
sage of a large-scale cylindrical magnetic flux tube over a s/c. By, By, and B}
are the components of maximum, intermediate and minimum variance of the
magnetic field vector. The south to north [—B3(S) to + BX(N)] turning of
the magnetic field vector is associated with passage of the circular field lines
at the cloud’s outer boundaries. At the center of the flux tube (at the axis)
the magnetic field is directed along the —i—B;(east)—direction. A semicircular
rotation appears when B is plotted versus B} (top diagram). According to
Figure 2.7(a), MCs can be classified into SEN clouds with left-handed magnetic
helicity H. SOURCE: Bothmer and Schwenn (1998) adapted from Goldstein
(1983).

The four possible flux-rope configurations, as predicted in function of the helic-
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ity H from Equation 6.1, have been confirmed to occur in the SW (BOTHMER;
SCHWENN, 1994; BOTHMER; SCHWENN, 1998). In Figure 2.6 the calculation is
usually done with data in the solar ecliptic coordinate system (SEC). Where z
axis is the Earth-Sun line (in the Earth frame), y axis is in the ecliptic plane
and at right (in the East direction) angles perpendicular to the Earth-Sun line,
z axis normal to the ecliptic, towards the ecliptic north pole. Accordingly 6; and
¢q are the magnetic field’s polar (6; = (90° = N; —90° = 5)) and azimuthal
(¢pa = (0° = sunward direction; 90° = E; 270° = W)) angles. The idealized sketch
in Figure 2.6 depicts the magnetic field signatures expected for a cylindrical mag-
netic flux tube which moves radially away from the Sun, i.e., in the x-direction, and
centrally passes a spacecraft in the ecliptic. We also used other Cartesian coordinates
system x*, y*, 2* from the minimum variance method (MVA) (SONNERUP; CAHILL,
1967; SONNERUP; SCHEIBLE, 1998) (see Chapter 4, for more details).

In Figure 2.6 the maximum change in the magnetic field direction would occur
normal to the ecliptic in the B}-component due to the south (S) to north (N)
turning of the magnetic field vector (BOTHMER; SCHWENN, 1998). The component

*

, corresponds to the radial component B,, because B, is

of minimum variance, B
zero in the whole MC (see Equation 6.1, the radial component is zero). At the center
of the flux tube, i.e., at the cloud’s axis, the magnetic field is directed in the +y
direction, eastern (E)-direction. This is also the direction of intermediate variance,
because B is zero at the cloud’s outer boundaries (on the surface of the cylinder).
A flux rope category (SEN-type) is often used to classify the above MC where the
magnetic field vector rotates from the south (S) at the leading edge to the north (N)
at the trailing edge, being eastward (E) at the axis (BOTHMER; SCHWENN, 1994;
BOTHMER; SCHWENN, 1998; MULLIGAN et al., 1998). When viewed by an observer
looking towards the Sun (positive axis direction) the clockwise rotation is defined
as left-handed magnetic helicity H. The actual variance directions x*, y*, z* usually
differ from the solar ecliptic coordinate system in x,y, z and the flux-tube axis may
have any orientation relative to the ecliptic plane and to the radial direction. The
MVA can help to found the z*, y*, z* directions. The hodogram (SONNERUP; CAHILL,
1967) is the plot of the component of intermediate variance B; versus the component
of maximum variance B}. If we do the hodogram of the case shown in Figure 2.6, the
magnetic field vector rotate smoothly forming a semicircle in the plane of maximum
variance (KLEIN; BURLAGA, 1982). We find a rotation of the magnetic field vector

from negative to positive Bj-values and +Bj values.
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e (e | N\ | (8| (7
Type
SEN SWN NES NWS
o South South North North
Leading Field (-B2) (-Bz) (+B2) (+B2)
] East West East West
Axial Fieid
(+By) (-By) {(+By) (-8y)
- North . North South South
Trailing Fietd (+B2) (+B2) {-Bz) {-B2)
Helicity LH RH RH LH

(a) Bipolar MCs. Four orientations of ecliptically oriented flux rope model and
its magnetic signatures. Note N=north, S=south, E=east, W=west

Magnetic
Cloud
Type
WNE ESW ENW WSE
. West East East West
Leading Field
S (-By) (+By) (+By) (-By)
) North South North South
Axiat Field (+82) (-B2) (+B2) (-B2)
" East West West East
Trailing Field (+By) (-By) (-By) (+By)
Helicity RH RH LH LH

(b) Unipolar MCs. Four flux rope model orientations highly inclined with respect
to the ecliptic plane. Note N=north, S=south, E=east, W=west

Figure 2.7 - Sketch showing the different magnetic configuration of MCs and their magnetic
helicity (left-handed (LH), right-handed (RH)) based on the magnetic flux-
tube concept and the field rotation that a spacecraft would observe during the
cloud’s passage. SOURCE: Mulligan et al. (1998)

The axis of a MC (¢¢, 0c) can have any orientation over ecliptic plane and depend-
ing on the observed directions of the magnetic field at the front boundary, at the
axis and at the end boundary eight flux rope categories are often used to classify
MCs (BOTHMER; SCHWENN, 1994; BOTHMER; SCHWENN, 1998; MULLIGAN et al.,
1998; HUTTUNEN et al., 2005). For example, the flux tube in Figure 2.6 possess one
of the four magnetic configuration (SEN, SWN, NES and NWS) given by the ori-

entation of the magnetic field lines at the cloud’s outer boundaries and on its axes
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(see Figure 2.7(a)). SEN, SWN, NES and NWS denote the field variations in GSE
coordinates that an observer would measure when passing through the center of a
horizontally directed MC with respect to the ecliptic. In the Figure 2.7(b) note that
the middle letter denotes the direction of the flux ropes axial field, so that vertical
to the ecliptic oriented MCs would lead to directional changes as ESW, ENW, WSE
and WNE (MULLIGAN et al., 1998; BOTHMER, 2003; HUTTUNEN et al., 2005). Sum-
marizing, following the terminology by Mulligan et al. (1998) to classify MCs, eight

flux rope categories are often used:

e Bipolar MCs (low inclination and flux rope-type: SWN, SEN, NES, NWS),
Oc < 45° (see Figure 2.7(a)) and

e Unipolar MCs (high inclination, and flux rope-type: WNE, ESW, ENW,
WSE), 0 > 45° (see Figure 2.7(b)).

2.3.2 Solar cycle variation versus flux-rope type

The studies of MCs during different activity phases for solar activity phases 21 — 23
revealed systematic variations in the preferred flux rope types (BOTHMER; RUST,
1997; BOTHMER; SCHWENN, 1998; MULLIGAN et al., 1998; HUTTUNEN et al., 2005;
ECHER et al., 2005). The bipolar MCs in the rising phase of:

e Odd solar cycles: the magnetic field in MCs rotates predominantly from
the south to the north (SN).

e Even solar cycles: the magnetic field in MCs rotates predominantly from
the north to the south (NS).

and during the years of high solar activity, both SN and NS type MCs are observed.
Additionally, Mulligan et al. (1998) found for the years 1979-1988 that unipolar
MCs were most frequently observed in the declining phase of solar activity cycle. At

solar minimum and in the rising phase most MCs were bipolar.

Huttunen et al. (2005) found in the rising phase nearly all bipolar MCs that are lying
near the ecliptic plane were associated with the SN rotation. At solar maximum
(peaked in April 2000) and in the declining phase (2001 — 2003) the number of

bipolar MCs with the opposite sense of rotation was increased. Also they suggest
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Table 2.2 - Distribution of NS and SN MC polarities in function of solar cycle epochs.

Solar cycle epoch NS (%) SN(%)
Solar minimum 1973 — 1978 40 60
Solar minimum 1983 — 1988 80 20
Solar minimum 1993 — 1998 19 81
Solar miximum 1966 — 1971 60 40
Solar miximum 1977 — 1982 38 63
Solar miximum 1987 — 1992 75 25
Solar miximum 1998 — 2001 29 71

SOURCE: Echer et al. (2005)

that at solar maximum the grouping of bipolar regions and in the declining phase
the presence of magnetic regions from both new and old solar cycles, result in the
mixture of NS and SN type MCs. The MC polarity percentage per solar cycle phase
was shown by Echer et al. (2005), see Table 2.2.

The MC polarity varies in response to changes in the magnetic structures of their
source region while the inclination of the coronal streamer belt controls the clouds
axial symmetry (MULLIGAN et al., 1998). Figure 2.8 shows a sketch of the solar mag-
netic field and MC polarity for alternate solar cycle. The magnetic field structure
is predominantly left-handed twisted in the northern hemisphere and right-handed
twisted in the southern hemisphere as viewed by an observer looking towards the
Sun (RUST; KUMAR, 1994; MARTIN et al., 1994; BOTHMER, 2003). The orientation
of the forward MC field is the same as the global dipole solar magnetic field. Figure
2.8 also shows that left-handed twisted MCs originate from filament sites with the
depicted magnetic polarities in the northern hemisphere and right-handed twisted
MCs originate from filament sites with the depicted polarity in the southern hemi-
sphere. A simplification of Figure 2.8 is that it does not take into account the
phases during the solar cycle when magnetic regions of both the old and new cycle
are present (BOTHMER, 2003). During these overlapping time periods, disappearing
filaments (eruptive prominences) could lead to the origin of SN or NS fields in MCs.

The plasma cloud is cooled as it moves away from the surface of the sun and therefore
expands. The magnetic clouds are considered geoeffective events. The expansion and

geoeffectiveness of MCs is summary in the Appendix A.
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Flux rope type of magnetic clouds
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Figure 2.8 - Solar cycle dependence of the magnetic field structure of filaments at the Sun
and that of the corresponding MCs in the interplanetary medium. The [eft
panel shown the polarity of sunspots during two subsequent cycles. The solar
cycle,n, is assumed to be odd number. The middle panel shows the expected
preferential magnetic structure of filaments in the two solar hemispheres and
the right panel shows the expected structures of MCs. During odd (n) cy-
cles SN MCs are dominant whereas NS dominate during even (n + 1) cy-
cles (BOTHMER; RUST, 1997). Note that for simplicity the MCs are oriented
horizontally with respect to the ecliptic plane and that the cycles do not indi-
cate any overlaps. SOURCE: Bothmer and Schwenn (1998).
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3 INSTRUMENTATION AND DATASET

The IMF dataset used in this work are measurements from ACE spacecraft. The
ACE spacecraft is in orbit around L1 from 1997 (SMITH et al., 1998). Where the
L1 Lagrangian point is a place of Earth-Sun gravitational equilibrium about 1.5
million km from Earth and 148.5 million km from the Sun. Onboard of ACE a
total of ten instruments, was launched toward L1 (MCCOMAS et al., 1998). The
data (http : //www.srl.caltech.edu/ACE[ASC /level2/index.html) contains time
averages of the magnetic field over time periods 1 s, 16 s, 4 min, hourly, daily
and 27 days (1 Bartels rotation). Magnetic field vectors are given there in the RTN
(Radial Tangential Normal)', GSE, and GSM coordinate systems.

In order to provide a better understanding to the content addressed in this thesis,
the chapter is divided into four sections. In first section is explains the importance
of the Lagrangian points for space research. Second section show a mathematical
development to understand how is do the coordinates transformation from GSM to
GSE. The above coordinates systems are used in this work. In third section, the
instrumentation onboard ACE is described, specifically the instrument more used
in this thesis, the Magnetic Field Experiment (MAG). In last section, the data and

the analyzed periods are presented.
3.1 Lagrangian points and ACE spacecraft

The gravitational laws require according to a formula founded by Johannes Kepler
in 1619 that planets nearer the Sun move faster. Thus, any vehicle around the Sun
in an orbit smaller than Earth, it will not maintain a fixed position relative to it.
However, there is a solution. If the vehicle is positioned on the axis Sun-Earth,
Earth’s gravity pulls in the opposite direction and cancels some of the attraction
of the Sun (DEPRIT; Deprit-Bartholome, 1967). With less force of gravity towards
the Sun, the vehicle needs less speed to maintain its orbit. In 1772, the Italian-
French mathematician Joseph Louis Lagrange was working on the famous three-body
problem (CELLETTIT; GIORGILLI, 1990). He discovered the existence of equilibrium
positions where the fields of gravity between two massive objects like the Sun and

Earth are balanced. A point where this happens is the L1 Lagrangian point.

'R = Sun to Spacecraft unit vector, T = (Omega x R) / |(Omega x R)|, where Omega is Sun’s
spin axis (in J2000 Geocentric inertial reference frame using the Julian Epoch of January 1, 2000)
and N completes the right-handed triad.
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From the NASA home page is known that in 1978 was launched towards L1 point
the “International Sun-Earth Explorer-3” (ISEE-3) spacecraft to do investigation in
the interplanetary medium. Equipped with a rocket and a lot of fuel, the ISEE-3 was
subsequently sent to the Earth Magnetotail and then has been sent to intercept the
Giacobini-Zinner comet. Also, in November 1994 a new spacecraft, the “WIND”, was
launched towards L1 point. It was originally scheduled to be placed in an orbit near
L1 point in 1996, but after, the mission was sent to an orbit with form of “fower
petal” around the Earth. Other spacecrafts, SOHO and ACE was launched towards
L1 in 1995 and 1997 respectively (information on NASA home page).

A space vehicle in L1 point must have its own rocket, as the position is unstable, have
a drift velocity that need correcting. In fact, the preferred position is currently at
some distance from the side of L1, where the vehicle is situated on the Sun-Earth line.
Therefore corrections are made regularly (MCCOMAS et al., 1998). Furthermore, the
most economical way to arrive to L1 is using the Moon gravity as an impulsive force.
The above is common in interplanetary travel of spacecrafts. In these maneuvers are

required onboard propulsion, as in final approach to L1.

L1 position is very important in the study of solar wind parameters and the Sun
itself. A spacecraft in the L1 point is outside of magnetosphere and the structures
of the solar wind (e.g., ICME) associated with solar events are seen with some
anticipation 30 min — 1h. Datasets of a spacecraft in this position is used in this

work.
3.2 Coordinate systems: GSE and GSM

We work during the development of this thesis with GSE and GSM coordinates
system respectively. Then, it is important to understand the relationship between

these two coordinate system.

To transform GSE to Geocentric Solar Magnetic (GSM) system the method proposed
by Hapgood (1992) and enhanced by Frinz and Harper (2002) are used. The GSE
system is defined such that the X axis is directed towards the Sun while the Y axis
lies in the ecliptic plane in the direction opposite to the Earth’s velocity around
the Sun; the Z axis completes the right-hand system (Z = X x V) which places it
essentially along the ecliptic North pole. The origin is located at the center of the

Earth. The GSE system is not inertial, making a full rotation about the Z axis in

36



one year.

The GSM system differs from GSE by a rotation about the X axis such that the ter-
restrial magnetic dipole lies in the Z X plane. That is, GSM Z axis is the projection
of the magnetic dipole onto the GSE Y Z plane (MENDES, 1992). In addition to the
annual rotation, this coordinate system exhibits a diurnal wobble. Since the mag-
netic dipole is usually taken from a geomagnetic model, there can be disagreements

between investigators regard to which one they use.

The transformations described in the following paragraph are presented as matrices,
which are either a simple rotation matrix (a rotation of angle { about one of the
principal axes) or are the products of simple rotation matrices (HAPGOOD, 1992).
These simple matrices have only two degrees of freedom and so only two parameters
are needed to specify the nine terms in the matrix. These two terms can be the

rotation angle and the name of the rotation axis: X, Y or Z.
Ey = (¢, axis)
and specify a product matrix as
T = Eyi Ens = ((, axisy) x ((o, axisy).
Inversion is straightforward:

Ey = (=, axis)

Til = E&BE&% = <—<2, aXiSQ> * <—<1, aXiSl>

Thus, for a rotation angle ¢ about the Z axis we obtain the matrix shown below:

cos(C sin¢ 0
((,Z)=1| —sin¢ cos¢ 0
0 0 1

For two vectors (X, Yie, Zse)s (Xoms Yem, Zsm) in GSE and GSM coordinates
respectively, the matrix of coordinates transform is 73 = — (s sm, X ) (HAPGOOD,
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1992), then:

Xsm - Xse
Y;;m = Y;e COs wsefsm - Zse s ’l/}sefsm

Zsm = }/se sin ,l/}sefsm + Zse COs wsefsm

Where 4., lies between +90° and —90° and is the angle between the GSE Z axis
and projection of the magnetic dipole axis on the GSE Y Z plane (i.e. the GSM Z
axis) measured positive for rotation towards the GSE Y axis. It can be calculated
by:

- Ye
Yo sm = arctan —.
Z(i

the values of y. and z. are obtained (HAPGOOD, 1992) from an unit vector:

Le

Qe = Ye

Ze

describing the dipole axis direction in the GSE coordinate system. This direction is
usually defined in the GEO coordinate system as (HAPGOOD, 1992):

COS g COS \g
Qg = | cosgp,cos A,

sin ¢,

where ¢, and A\, are the geocentric latitude and longitude of the dipole North geo-
magnetic pole. These may be derived from the first order coefficients of the Inter-
national Geomagnetic Reference Field (IGRF) (FRASER-SMITH, 1987), eventually

adjusted to the time of interest. Longitude is given by:

1
1
1

Ag = arctan
91

where, in practice, A must lie in the fourth quadrant. The latitude is given by:

g1 cos Ay + hisin ),
0
91

¢y = 90° — arctan
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Hapgood (1992) used the matrix arithmetic to obtain Q.:

Qe = T2T1_1Qg (31)
with,
cosf sinf O
T'=(0,Z) = | —sinf cosf 0
0 0 1

This matrix corresponds to a rotation in the plane of the Earth’s geographic equator
from the First Point of Aries to the Greenwich meridian. The rotation angle 6 is the

Greenwich mean sidereal time:
0 = 100.461 + 36000.7707y + 15.04107UT

Ty is the time Julian centuries (36525 days) from 12 : 00 UT on 1 January 2000
(known as epoch 2000) to the previous midnight:

MJD — 51544.5
TO - )
36525.0

time is there specified by modified Julian date (MJD), which is the time measured
in days from 00 : 00 UT on 17 November 1858 (Julian date 2400000.5). Hapgood
(1992) used only the integer part of MJD, i.e. the value at 00 : 00 UT on the day of
interest. For some applications it is also necessary to give the time within the day
as Universal Time in hours (UT). It is also necessary to consider the explanation of
Hapgood (1992), i.e. Universal Time is different from coordinated Universal Time
(UTC) which is the time scale usually used for data recording. UTC is atomic time
adjusted by an integral number of seconds to keep it within 0.6 s of UT. Where the
difference between UT and UTC may be neglected. The apparent position of the
Sun is calculated using yet another time scale: terrestrial dynamical time or TDT.
For example, the difference between UT and TDT is 57 s in 1991, may also be
neglected.

T, is calculated as (HAPGOOD, 1992):
cos A\ sinAgcose sinAgsine

Ty =(No,Z)x(e,X)=| —sin\y cosAgcCose cOSAgsine

0 —sine cos e
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These two matrices correspond to:

a) rotation from the Earth’s equator to the plane of the ecliptic;

b) rotation in the plane of the ecliptic from the First Point of Aries to the

Earth-Sun direction.
Where ¢ is the obliquity of the ecliptic
e = 23.439 — 0.013Ty,
and Ay is the Sun’s ecliptic longitude:
Ao = A+ (1.915 — 0.004875) sin M + 0.020 sin 2M
M is the Sun’s mean anomaly and A its mean longitude:
M = 357.528 4+ 35999.0507} + 0.04107UT

A = 280.460 + 36000.7721 + 0.04107UT

The final expression to calculate z., y. and z. is obtained substituting into the

Equation 3.1. (Hapgood (1992) do not show these calculations but we arrived at the

expressions:
Te cos  cos A cos \g cos ¢ — cos e cos ¢ sin fsin A
Qe=1| ye | = | cossin\cos A cos@cose — cos Acos@sin b sin Ag (3.2)
Ze COS € sin ¢

3.3 The ACE Magnetic Field Instrument (MAG)

The spacecraft ACE? was launched on a McDonnell-Douglas Delta I1 7920 launch
vehicle on August 25, 1997 from the Kennedy Space Center in Florida. From its
location ACE has a prime view of the solar wind, IMF and higher energy parti-
cles accelerated by the Sun, as well as particles accelerated in the Heliosphere and
the galactic regions beyond. The ten experiments onboard of ACE are shown in

Figure 3.1. We show a description of these instruments in Table 3.1.

2ACE spacecraft 2011 home page: http://www.srl.caltech.edu/ACE /ace_mission.html.

40



SEPICA
g SWEPAM
EPAM

SWEPAM
ION

g

Figure 3.1 - The picture show all ACE instruments.

SOURCE: ACE spacecraft 2011 home page.

Table 3.1 - The ten instruments on board of ACE. In red the instruments used in this
thesis.

Instrument Description

CRIS Cosmic Ray Isotope Spectrometer

SIS Solar Isotope Spectrometer

ULEIS Ultra Low Energy Isotope Spectrometer

SEPICA Solar Energetic Particle Ionic Charge Analyzer
SWIMS Solar Wind Ions Mass Spectrometer

SWICS Solar Wind Ton Composition Spectrometer

EPAM Electron, Proton and Alpha Monitor

SWEPAM The Solar Wind Electron, Proton and Alpha Monitor
RTSW Real-Time Solar Wind Data

MAG Magnetic Field Experiment

SOURCE: hittp : //Jwww.ssg.sr.unh.edu/mag/ace/otherinstruments.htm.
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The ACE Magnetic Field Experiment (MAG) (SMITH et al., 1998) establishes the
time-varying, large-scale structure of the interplanetary magnetic field (IMF) near
the L1 point as derived from continuous measurement of the local field at the space-
craft. It is the principal instrument used in this thesis. The ACE MAG instrument is
the reconditioned flight spare of the WIND /MFT experiment (LEPPING et al., 1995).

The only changes made to the unit were to accommodate the ACE data bus (the
MFT I/O board was replaced) and to change the sampling rate of the instrument so
that it better met the telemetry allocation for ACE (down from 44 vector s~' for
WIND to 24 vector s~ for ACE). The WIND/MFI and ACE/MAG instruments are
based on the magnetometers previously developed for the Voyager, ISPM, GIOTTO,
Mars Observer, and Mars Global Surveyer missions which represent state-of-the-art

instruments with unparalleled performance.

Table 3.2 summarizes the principal characteristics of this instrument. The basic
configuration consists of twin, wide-range (0.001 to 65,536 nT') triaxial fluxgate
magnetometers mounted on two deployable, titanium booms, a 12 — bit resolution
A/ D converter system and a microprocessor controlled data processing and control
unit (DPU). Both magnetometer sensors are deployed 4.19 meters from the center

of the spacecraft along the Y axes of the spacecraft.

A triaxial magnetometer is thus created when three single axis sensors are arranged
in an orthogonal configuration and three sets of signal processing electronics are
used to produce three output voltages proportional to the orthogonal components
of the ambient magnetic field. This enables the study of the physics of the fine-scale
structure of shock waves directional discontinuities boundary structures including
those of CMEs, magnetic clouds, current sheets, and CIRs. And other transient
phenomena associated with the acceleration and modulation of energetic charged
particle populations, as well as the dissipation range of IMF fluctuations. And other

various wave modes and non-coherent fluctuations occurring regularly in the SW.
3.4 IMF Dataset

In this work we use data from the IMF GSM-components with time resolution of
16 s. We work with 41 of 80 events (73 MCs and 7 cloud candidate) identified by
Huttunen et al. (2005). These events in chronological order are shown in Table A.1.

The columns from the left to the right give: a numeration of the events, year, shock
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Table 3.2 - Summary of instrument characteristics.

Instrument Characteristics

Description

Instrument type

Dynamic ranges (8)

Digital Resolution (12-bit)

Bandwidth
Sensor noise level
Sampling rate

Signal processing

FFT windows/filters
FFT dynamic range
Sensitivity threshold

Snapshot memory capacity
Trigger modes (3)

Telemetry modes
Mass

Power consumption

Twin, triaxial fluxgate magnetometers

(boom mounted)

+4 nT (Range 0); £16 nT (Range 1);

+64 nT (Range 2); £256 nT (Range 3);

41024 nT (Range 4); £4096 nT (Range 5);
+16,384 nT (Range 6); +65,536 nT (Range 7)
+0.001 nT (Range 0); £0.004 nT (Range 1);
+0.016 nT (Range 2); £0.0625 nT (Range 3);
+0.25 nT (Range 4); £1.0 nT (Range 5);

+4.0 nT (Range 6); £16.0 nT (Range 7)

12 Hz

< 0.006 nT RMS, 0 — 10 Hz

24 vector samples/s in snapshot memory and

3, 4 or 6 vector samples/s continuous data stream
FFT Processor, 32 logarithmically spaced channels,
0 to 12 Hz. Full spectral matrices generated every
80 seconds for four time series (B,, By, B, | B|)
Full despin of spin plane components, 10% cosine
taper, Hanning window, first difference filter

72 dB, p—Law log-compressed, 13—bit normalized to
7—bit with sign

~ 0.5 x 1073 nT/Hz in Range 0

256 Kbits

Overall magnitude ratio, directional max.-min.
peak-to-peak change, Spectral increase across
frequency band (RMS)

Three, selectable by command

Sensors (2): 450 g total

Electronics (redundant): 2100 g. total

2.4 watts, electronics - regulated 28 Volts +2%
1.0 watts, heaters- unregulated 28 Volts

SOURCE: Smith et al. (1998).

43



time (UT), MC start time (UT), MC end time (UT), and the end time (UT) of the

third region respectively.

It is convenient to inform here that a total of 17 events are not treated in this work,
listed in Table A.3. The reason is that the ACE data before about the end of 1997
were not qualified for research uses. Huttunen et al. (2005) used for this initial period
the measurements recorded by the satellite WIND. The Magnetic Field Instrument
(MFT) onboard WIND is composed of dual triaxial fluxgate magnetometers. Due to
result comparisons, we avoid mixing in the analyses data from different satellites.
Other problem is that the WIND data available in averages present 3 s, 1 min, and

1 h time resolution, a worse data resolution than the one used by us from ACE.

The events of MCs not associated with shock waves are not applied to define an anal-
ysis methodology. They are presented in Table A.4. The purpose with this selection
in this exploratory study is to deal with the cases presenting the three periods (clear
Pre-MC, MC and Pos-MC). So, with the well defined MC cases, the assumption is to
unravel objectively the magnetically quiescent interval related to the MC period. If
there are significant differences of the tools features among the periods, then theses
tools can be used to identify MCs in more clear bases. Other solar wind disturbances
then MCs are not studied here.

Table A.5 presents 4 MCs that we have used during validation of some techniques
as useful tools to identify MC regions. The above MCs was identified by Huttunen
et al. (2005). We have selected ten days from SW data around the MCs. Also, other
two cases were selected and a total of 6 SW intervals have been studied. Table A.6
presents the dates of above intervals. The intervals are presented in the order that

it appear in this thesis (Chapters 5 and 6).

The Solar Wind Electron, Proton, and Alpha Monitor (SWEPAM) (MCCOMAS et
al., 1998) measures the SW plasma electron and ion fluxes (rates of particle flow)
as functions of direction and energy (MCCOMAS et al., 1998). The data contain time
averages of SW parameters over time periods 64 s (ion data only), 128 s (electron
data only), hourly (all data), daily (all data) and 27 days (all data). The above
instruments provided the measurements used in this work. Thus, magnetic field and

plasma data, with 5min or 1 A of time resolution, are used.

The IMF and solar wind plasma data used in this work correspond to events from two
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main lists of interplanetary phenomena. One is the MC identification by Huttunen
et al. (2005), where there are a event number, year, shock time (UT), MC start time
(UT) and MC end time (UT) respectively. The other is the Cane and Richardson
(2003)’s summarization of the occurrence of ICMEs recorded in the SW that reached
the Earth during 1996 — 2002, corresponding to the increasing and maximum phases

of solar cycle 23. They give a detailed list of such events based on in situ observations.

In summary, we only work with data measurements using two instruments onboard
of ACE, MAG and SWEPAM, but different time resolutions will be used.
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4 PHYSICAL-MATHEMATICAL TECHNIQUES

In order to fulfill theoretical requirements related to this work, an objective review
on all physical-mathematical techniques is presented. The techniques are: spatio-
temporal entropy, persistence exponents, discrete wavelet transform, minimum vari-
ance analysis, Grad-Shafranov reconstruction, and detection of current sheets. A

table compiling the main characteristics of the techniques is presented (see Section
4.8).

4.1 The entropy concepts in Recurrence Plot

A summary of the ideas expressed in the Eugene Kononov’s Visual Recurrence
Analysis (VRA) software (VRA v4.7 http://nonlinear.110mb.com/vra/) about re-
currence plots (RPs) is presented. In order to present the ideas, some figures are used
to guide the description. Figure 4.1 (left panel) shows a recurrence plot (RP) for a
simple sine wave, using the data file just included in VRA software. In it organized
patterns of color characteristics are shown for the periodical signal. In order to allow
a comparative view, a RP of white noise is shown in Figure 4.1 (right panel), with
the data file also included. With a different result, an uniform distribution of color

characteristics is noticed for the random signal.
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Figure 4.1 - Recurrence plot using a data files included with VRA software. (left panel)
In the RP organized patterns of color characteristics are shown for a periodic
signal; sine wave with STE = 0%. (right panel) In the RP an uniform distri-
bution of color characteristics is shown for a random signal, white noise with
STE = 80%.
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In the RPs a one-dimensional time series from a data file is expanded into a higher-
dimensional space, in which the dynamic of the underlying generator takes place.
This is done by a technique called “delayed coordinate embedding”, which recreates
a phase space portrait of the dynamical system under study from a single (scalar)
time series. To expand a one-dimensional signal into an M-dimensional phase space,
one substitutes each observation in the original signal X(t) with vector (y(i) =
{z(i),z(i —d),z(i — 2d), - -+ ,x(i — (m — 1)d)}), where i is the time index, m is the
embedding dimension, d is the time delay. As a result, we have a series of vectors
Y = y(1),y(2),y(3), - ,y(N — (m — 1)d), where N is the length of the original

series !.

With such reconstruction it is possible to reproduce the original system states at
each time where we have an observation of that system output. Each unknown
state Z(t) at time ¢ is approximated by a vector of delayed coordinates Y (t) =
x(t),z(t — d),z(t — 2d),--- ,x(t — (m — 1)d. After the Euclidean distances between
all vectors are calculated, they are mapped to colors from the pre-defined color map
and are displayed as colored pixels in their corresponding places (see Figure 4.1 (left
panel), for example). The RP is a graphical representation of a correlation integral.
The important distinction (and an advantage) is that the RP, unlike the correlation
integrals, preserve the temporal dependence in the time series, in addition to the

spatial dependence.

In RPs, if the underlying signal is truly random and it has not structure, the distri-
bution of colors is uniform and does not have any identifiable patterns (see Figure 4.1
(right panel), for example). There is some determinism in the signal generator, which
can be detected by some distinctive color distribution. For example, hot colors (yel-
low, red, and orange) can be associated with small distances between the vectors,
while others colors (blue, black) may be used to show large distances. In this printed
work colors are noticed as a grey pattern (from white to black). Therefore one can
visualize and study the motion of the system trajectories and infer some character-
istics of the dynamical system that generated the time series. Also, the length of
diagonal line segments of the same color on the RP brings an idea about the signal
predictability. But, RP is mostly a qualitative tool. For random signals, the uniform
(even) distribution of colors over the entire RP is expected. So for the purpose of

comparison in Figure 4.1 (left panel) the RP of a strictly periodic signal is plotted

Lsee http://www.visualization-2002.org/ VRA _Main Description_.html
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and in Figure 4.1 (right panel) the RP from a white noise is shown.

The RP is a visual tool for the investigation of temporal recurrence in phase space
(TAKENS, 1981). With the purpose of reaching a quantitative tool in this work, a
brief review about some methods to calculate the entropy in the RP and the phase

space is presented here.

The calculation of the spatio-temporal entropy, called in short way as STE was used
to measures the image “structuredness” in a bidimensional representation, i.e., both
in “space” and time domains. Its implementation in VRA software is to quantify
the order found in RPs. In physical terms, this quantity compares the distribution
of distances between all pairs of vectors in the reconstructed state space with that
of distances between different orbits evolving in time. The result is normalized and
presented as a percentage of “maximum” entropy (randomness). When the entropy
has a value of 100% it means the absence of any structure whatsoever (uniform
distribution of colors, pure randomness, seen in Figure 4.1 (right panel)). On the
other hand, 0% of entropy implies “perfect” structure (distinct color patterns, perfect

“structuredness” and predictability, seen in Figure 4.1 (left panel)).

Recurrence is the most important feature of chaotic systems (ECKMANN et al., 1987).
The popularity of RPs lies in the fact that their structures are visually appealing,
and that they allow the investigation of high dimensional dynamics by means of a
simple two-dimensional plot (FACCHINT et al., 2009). For a better understanding and
quantification of the recurrences, Webber and Zbilut (1994) have proposed a set of
quantification measures, which are mainly based on the statistical distribution of the
line structures in the RP. Recurrence quantification analysis (RQA) is a nonlinear
technique used to quantify the information supplied by a RP (WEBBER,; ZBILUT,
1994; ZBILUT; WEBBER, 1992). Recurrence variables are calculated from the upper
triangular area of the recurrence plot, excluding the central diagonal, because the
plot is symmetrical about the main diagonal. The RQA can be used as a tool for the
exploration of bifurcation phenomena and dynamics changes also in nonstationary
and short time series. The entropy (ENT) is one of the recurrence variables of the
RQA method. It is the Shannon information entropy for the distribution probability
of the diagonal lines. That is:
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Lmax

ENT=— Y p(k)log(p(k)). (4.1)
k=Lmin,p(k)#0

where L,,;, is the minimum length of diagonal lines in RP and

number of diagonal lines of length k in RP

p(k) =

The ENT can be calculated using the VRA software; but it should not be confused
with the STE.

4.2
number of diagonal lines in RP (42)

Little et al. (2007) developed a Recurrence Period Density Entropy (RPDE) method,
first it requires the embedding of a time series in phase space, which, according to
Taken’s embedding theorems, can be carried out by forming time-delayed vectors
for each value x,, in the time series. Then, around each point in the embedded phase
space, a recurrence neighbourhood of radius € is created. All recurrences into this
neighbourhood are tracked, and the time interval 7" between recurrences is recorded
in a histogram. This histogram is normalized to create an estimate of the recurrence
period density function p(7"). The normalized entropy of this density is the RPDE
value H,ppm (LITTLE et al., 2007).

T/

max

Hoorm = —(InTpq,) ™" Z p(t)inp(t). (4.3)

t=1

The RPDE value is a scalar in the range zero to one. For purely periodic sig-
nals, H,orm = 0 (STE=0%) whereas for purely uniform white noise, Hyppm = 1
(STE=100%). However, estimates obtained with this technique (RPDE) are differ-
ent from those obtained with the STE.

Dasan et al. (2002) report an analysis, using the tools of nonlinear dynamics and
chaos theory, of the fluctuations in the stress determined from simulations of shear
flow of Stokesian suspensions. They also computed the STE using VRA for the
stress. The calculated values of the STE for the shear and normal stresses were
nearly zero, showing perfect structure in the data. They observed definite structure
in the phase-space plot of the stress components (DASAN et al., 2002). They cited
the works of Peacock (1983), Carr and Schwartz (1998). Peacock (1983) presented

a two-dimensional analogue of Kolmogorov-Smirnov test, useful for analysing the
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distribution of data in two dimensions, as is the RP. Carr and Schwartz (1998) in-
vestigated the fluctuation phenomena in plasmas that often needs the analysis of
spatio-temporal signals. It was shown how such signals can be analyzed using the
biorthogonal decomposition, which splits them into orthogonal spatial and tempo-
ral modes. Several parameters allow one to quantify the weight distribution in the
biorthogonal decomposition. The total energy of spatio-temporal signal is found to

be equal to the sum of the eigenvalues, ,,:

BE(u) =) o, (4.4)

m=1

They can define the relative energy of the m'* structure as

By (u) = n (4.5)

H(u) = — ! > Ep(u)logEy,(u). (4.6)

It describes how the energy is distributed across the Ny significant structures. Signal
whose energy is concentrated in a single structure such that N, = 1 will have very
low entropy H(u) =0, or H(u) = 1, if the energy is distributed equally among the
N significant structures. Further, the results will be presented in this work shows

the usefulness of STE implemented by Eugene Kononov’s software to study MCs.
4.2 Persistence analysis in time series

In this work the persistence analysis has been used to study IMF time series. The
purpose throughout this section is to review the physical- mathematical concepts of

these tools.

The main attributes of a time series include the statistical distribution of values
in the signal and the autocorrelations (interpreted as the memory or persistence)
between values. Positive values of autocorrelation function, r, = C%/Cy, indicate
persistence while negative value indicate antipersistence. For example, if each value

in a time series is chosen randomly, Gaussian white noise, all values are independent
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of other values, there are no correlations and the persistence is zero. The running
sum of a Gaussian white noise results in a Brownian motion. It is an example of
a time series that exhibits long-range persistence, each value in the time series has
a correlation with all other values. The persistence of values with respect to each
other can be strong, weak, or nonexistent. A strong correlation implies a “memory”
of previous values in the time series. To study the long-range persistence in time se-
ries semivariograms, rescaled-range, detrended fluctuation analysis, Fourier spectral
analysis, and wavelet variance analysis could be used respectively (e.g. Malamud
and Turcotte (1999)).

A statistically self-similar fractal is by definition isotropic. A formal definition of
a self-similar fractal in two-dimensional xy-space is that f(rz,ry) is statistically
similar to f(x,y), where r is a scaling factor. This result is quantified by the fractal
relation N; ~ 1, P where the number of objects, N;, and the characteristic linear
dimension, r;, are related by a power law, and the constant exponent, D, is the
fractal dimension (TURCOTTE, 1997).

A statistically self-affine fractal is generally not isotropic, the x and y coordinates can
scale differently. A definition of a self-affine fractal (Mandelbrot, 1983; VOSS, 1985a)

Hay)) is statistically similar to f(x,vy)

in a two-dimensional xy-space is that f(rz,r
where the Hausdorff exponent H, = 2— D is a constant (e.g. Malamud and Turcotte
(1999)). For the special case where H, = 1, the self-affine fractal is also self-similar.

The classic example of a self-affine time series is a Brownian motion.

The power spectrum of a time series is the Fourier transform of the autocorrelation
function. The power spectrum (PRIESTLEY, 1981), a measure of long-range persis-
tence and antipersistence, is used frequently in the analysis of geophysical time series
(e.g. Pelletier and Turcotte (1999)). A plot of power-spectral density (PSD) function
S(f) vs f (frequency) is known as a periodogram. For a time series that is self-affine,
the power spectral density is defined (e.g. Voss (1985b)) to have a power-law depen-
dence on frequency S(f) ~ f~P. The value of 3, the slope of the best-fit straight line
to log(S(f)) vs log(f), is a measure of the strength of persistence or antipersistence
in a time series. Using a derivation from Voss (1986), we can obtain a relationship

between the power 3, the Hausdorff exponent H,, and the fractal dimension D:

B=2H,+1=5—-2D
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For a self-affine fractal (0 < H, < 1,1 < D < 2), we have 1 < 8 < 3. For a
Brownian motion with H, = 1/2, D = 3/2 we have 8 = 2. Although H,, the
Hausdorff exponent, is only applicable for self-affine time series from 0 < H, < 1,
the spectral-power exponent, 3, is a measure of the strength of persistence which
is valid for all 3, not just 1 < 3 < 3. For self-affine time series a white noise has

B = 0, an antipersistent time series has 3 < 0 and persistent time series has 3 > 0.

An alternative measure of a self-affine time series is that the semivariogram, v, scale
with k, the lag, such that 7, ~ k2« (MANDELBROT; NESS, 1968) i.e.,

For the uncorrelated Gaussian white noise (3 = 0), the semivariogram is about
v = 1, the same as the variance, V, = 1. For 3 = 1, 2, and 3, excellent correlations
are obtained with v, ~ k*"a | see pag 40 of Malamud and Turcotte (1999).

Following Malamud and Turcotte (1999) is possible read that other alternative
method to measure the persistence in time series was developed by Hurst (1951),
Hurst et al. (1965). They studied the Nile River flow as a time series and introduced
empirically the concept of rescaled-range (R/S) method used to calculate the scaling
exponent (Hurst exponent), H,, to give quantitative measure of the persistence of
a signal. Hurst (1951), Hurst et al. (1965) found empirically that many data sets in

nature satisfy the power-law relation:

5] -G

where the successive subintervals 7 varies over all N values in the time series, y,,.

The running sum, ,,, of the time series, ¥, relative to its mean is:

m

Ym = Y (U — Tn)- (4.8)
n=1
The range is defined by Ry = (Ym)maz — (Ym)min With Sy = on where 7 and oy
are the mean and standard deviation of all N values in the time series, y,. The
R/S analysis is a statistical method to analyse long records of natural phenom-
ena (VANOUPLINES, 1995).
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Following Tapiero and Vallois (1996) a white noise (3 = 0) is a random process
that has adjacent values which are uncorrelated, it is appropriate to conclude that
H, = 0.5 implies a time series that is uncorrelated. It follows that 0.5 < H, < 1.0
implies persistence and that 0 < H, < 0.5 implies antipersistence. This would imply
that (TAPTERO; VALLOIS, 1996; MALAMUD; TURCOTTE, 1999):

B=2H,—-1=2H,+1 (4.9)

The Equation 4.9 only has a small validation region, see Figure 4.2 (a) and (b) from
Malamud and Turcotte (1999). This result should be considered when an exponent

is derived from another.

(a) (b)
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Figure 4.2 - (a): For a fractional Gaussian noises and fractional Brownian motions, 3
power spectrum has the range —3 < 3 < 3. The dependence with the Hurst
exponent is not a linear function for all values. The straight-line correlation
is with the relation 3 = 2H, — 1. (b) is similar to (a), the dependence of the
Hausdorff exponent versus 3 is shown.

SOURCE: Malamud and Turcotte (1999) (Figures 17 and 25).

The detrended fluctuation analysis (DFA) was introduced by Peng et al. (1994).

Also this tool could be used to study persistence on IMF time series.

The fluctuation function F'(L) is construct over the whole signal at a range of dif-
ferent window size L where F'(L) ~ L%. The obtained exponent, «, is similar to
the Hurst exponent, but it also may be applied to signal whose underlying statistics

(such as mean and variance) or dynamics are non-stationary. It is related to measure
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based upon spectral techniques such as autocorrelation and Fourier transform. DFA
measures scaling exponents from non-stationary time series for determining the sta-
tistical self-affinity of an underlying dynamical non-linear process (e.g. Veronese et
al. (2011)). Tt is useful for characterizing temporal patterns that appear to be due to
long-range memory stochastic processes. A detailed description of this method, step
by step, see Peng et al. (1994), Baroni et al. (2010), Veronese et al. (2011), Little et
al. (2006).

Based on the Wiener-Khinchin theorem (KAY; MARPLE, 1981), it is possible to show
that the two exponents 8 (from PSD) and a (from DFA) are related by:

B=2a—1. (4.10)

For fractional Brownian motion we have 1 < 8 < 3, and then 1 < a < 2. The
exponent of the fluctuations can be classified according to a dynamic range val-
ues (KANTELHARDT et al., 2002; BASHAN et al., 2008; ZHENG et al., 2008):

e < % : anti-correlated, antipersistence signal.

o o™ % : uncorrelated, white noise, no memory.

° o> %: long-range persistence.

e o =1 :1/f-noise or pink noise.

e « > 1: non-stationary, random walk like, unbounded.
o = % : Brownian noise.

There are different orders of DFA. In general, DFAn, uses polynomial fits of order
n (BULDYREV et al., 1995). DFA1 (used in this work) only removes constant trends in
the time series. The Hurst R/S analysis also removes constants trends in the original
signal and it is equivalent to DFA1. Effect of trends on DFA were studied in Hu et
al. (2001) and the relation to the power spectrum method is presented in Heneghan
and McDarby (2000). Veronese et al. (2011) showed that DFA method is especially

useful for short records of stochastic and non-linear processes.
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4.3 Wavelet Transform

The mathematical property chosen in this work is the statistical mean of the wavelet
coefficients obtained by applying the Discrete Wavelet Transform (Daubechies scale
filters order 2, db2). The analysis is done using the components of the IMF as
recorded by the instruments of the Magnetic Field Experiment (MAG) onboard
of the ACE S/C at the L1 point. Therefore, our interest is to study the wavelet
coefficients behavior for diagnose of disturbance level in interval of the SW data

containing the MC occurrences.

The Wavelet theory was proposed by Morlet and his collaborators in the 1980s (MOR-
LET, 1983; GROSSMANN; MORLET, 1984; GOUPILLAUD et al., 1984). The Wavelet
Transform is a modern tool with many applications: time series analysis (autocor-
relation, persistence, series with gaps, etc); clean signal; image filtering and com-
pression; numerical solution of differential equations; useful in all areas of science
(JAFFARD et al., 1987; MENEVEAU, 1991; FARGE, 1992; FRICK et al., 1998; VAN DEN
BERG, 2004; DOMINGUES et al., 2005; VAN YEN et al., 2010; CASTILHO et al., 2012;
DOMINGUES; KAIBARA, 2012). This transform can be used in the analysis of non-
stationary signals to obtain information on the frequency or scale variations of those
signals and to detect their structures localization in time and/or in space. The last
properties are not possible to be recognized with Fourier transform, where the pres-

ence of involved frequencies is detected.

The Discrete Wavelet Transform (DWT) is a linear multilevel efficient transform that
is very popular in data compression (HUBBARD, 1997). Mathematically, this trans-
form is built based on a multiscale tool called Multiresolution analysis {V7 &} € L?
proposed by S. Mallat (see details in Mallat (1989)), where ® is a scale function,
Vi= Span{(b'li}k:07___72j0—j_1, and L? is the functional space of the integrable square
functions. The DWT uses discrete values of scale (j) and position (k), where jj is

the number of the decomposed levels.

The great contribution of wavelet theory is the characterization of complementary
spaces between two embedded spaces V7t C V7, through direct sums V7 = VJitl g

Wit where W7 = span{¥}},_q.... jo-i_, with ¥ the wavelet function.

Mallat also developed an efficient and very simple way to compute this multilevel

transform based on filter banks. With this tool, one can compute the so called
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discrete scale coefficient c’ and wavelet coefficient d] associate with discrete values of
scale j and position k. Roughly speaking, the basic ingredients to compute one level
step of this transform are the low filter (h) related to the analyzing scale function and
its relation with the high-pass filter (g) related to the analyzing wavelet function.
These filters are used to compute the scale coefficients and the wavelet coefficients

as follows:

th — 2k)cH! (4.11)

and

=2 g(m —2k)c). (4.12)

The multilevel transform is done repeating recursively this procedure: convolute the
scale coefficients with the filter and performing the downsampling procedure, i.e.,
removing one data point between two. Therefore in each scale decomposition levels
the number of data is reduced by two. Follows a scheme for the DW'T and its inverse
(IDWT),

gy PTG el ido
{7} = {d,&,d , 770}

IDWT

The initial data is consider the first level scale coefficient ¢/ *!.

The wavelet coefficients have the property that their amplitude are related to the
local regularity of the analyzed data (DAUBECHIES, 1992; MALLAT, 1989). That
means, where the data has a smooth behavior, the wavelet coefficients are smaller,
and vice-versa. This is the basic idea of data compression and the application we
are doing here. The wavelet coefficient amplitudes are also related to the analysing

wavelet order and the scale level.

There is not a perfect wavelet choice for a certain data analysis. However, one can
follow certain criteria to provide a good choice (see, for instance, Domingues et al.
(2005)).

On this work, we choose the Daubechies scaling function of order 2, with the choice
that the wavelet function reproduces locally a linear polynomial. On one hand, high
order analyzing Daubechies functions are not adding a better local reproduction of
the MC disturbance data. And on the other hand, the analyzing function of order 1

does not reproduce well these disturbances locally.
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We also observe that just one decomposition level is enough for the energy analysis
methodology that we propose here, it corresponds to a pseudo-period of 48 seconds.
The pseudo-period is T, = (aA)/F, where a = 27 is a scale, A = 16 s is the sampling
period, F, = 0.6667 is the center frequency of a wavelet in Hz (ABRY, 1997)% In
Table 4.1, as a test, some decomposition levels and the Daubechies scaling function
of order 1 to 4 are shown where F, = [0.9961, 0.6667, 0.8000, 0.7143]. Pseudo-
periods (seconds) regarding to the Daubechies orthogonal wavelets are presented. It
also shows that the information here could be useful for studying fluctuations with

different frequencies, not done in this work.

Table 4.1 - Pseudo-period (seconds) regarding the Daubechies orthogonal wavelets. In this
work At =16 s, j = 1 and db2 then pseudo-period is 48.0 seconds. The infor-
mation here could be useful for studying fluctuations with different frequencies.

Level Order

J 1 2 3 4

1 32.1 48.0 40.0 44.8
2 64.3 96.0 80.0 89.6
3 128.5 192.0 160.0 179.2
4 257.0 384.0 320.0 358.4
5 514.0 768.0 640.0 716.8

The non zero values of the low filter A for Daubechies order 2 analysing wavelet are

[ho, b, ha, hs] = [0.4829629131445, 0.8365163037378,
0.2241438680420, —0.1294095225512)]

and [go, 91, 92, 93] = [ho, —h1, ha, —h3] is the high-pass band filter (see page 195 in
Daubechies (1992)).

The orthogonal property is very important here, because with it, we can guarantee
a preserving energy property in the wavelet transform similarly to the Parseval
theorem for Fourier analysis (DAUBECHIES, 1992). Therefore the total energy of the
signal is equal to the superposition of the individual contributions of energy of their
wavelet coefficient in each decomposition level (HOLSCHNEIDER, 1991).

Zcomputed with scal2frq.m, http://www.mathworks.com /help/wavelet /ref/scal2frq.html
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Example:

Let f € L? and jo = Log.8 = 3 (quantity of decomposition levels), shows the

decomposition using Multiresolution analysis.

The first decomposition level of fis: VO = V! @ W', where V! = {®} &] &1 &1}
and W' = {0} ¥l Wl ¥l} then

f=<fi®)> 0+ < f,0] > P+ < f, ) > Oyt < f, 0 > D3+
<FUS> Ui+ < £,U7 > U+ < f,0) > ot < f, U8 > U (4.13)

The inner products < f, @i >= q,jg are called scaling coefficients, and inner products
< f, \If{c >= df; are called wavelet coefficients, when is performed the decomposition

by levels. Thus, the above equation could be written as

f=ci®5 + e} @1 + c3®L + DI+
A3+ diU 4 dAWL + il (4.14)

As described before, the wavelet coefficients at the first level used here are called as
d' = dl, i.e., for this case d1 = (d}, d3, d3, d3).

The second decomposition level is: V0 = V2@ W2 @ W1, where V2 = {®Z, &2} and
W2 = {02 U1} then

f=<fi®2> 02+ < 02> D14 < fLU2 > V24 < f 02 > Uit
< [0 > Uit < f,U] > Ui+ < f, 05 > U+ < f, 05 > Uy, (4.15)

[ =c®% + 1P + dg Vg + di T+
dyWg + dy Uy + dyWy + dyWs. (4.16)

And the wavelet coefficients at the second decomposition level are dy = (d2, d3).

In the last decomposition level the space V? is more refined: V0 = V3@oW3aW?2aW!
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with V3 = {®3} and W3 = {¥3}:

f=ca®p + 3y + d3Vg + di Ui+
Aoy + dy0 + dyUs + diWs. (4.17)

The wavelet coefficient at the third decomposition level is d3 = (d3).
4.4 Minimum variance analysis (M'VA)

In this work, we used the local Minimum Variance Analysis (MVA) to determine
the direction of rotation of the magnetic field inside the MCs and the orientation of
the MC axis.

The minimum variance analysis technique (SONNERUP; CAHILL, 1967; SONNERUP;
SCHEIBLE, 1998), applied to magnetic field vector measured during a spacecraft
traveling in transverse orbit to transition layer, is based on an idealized onedimen-
sional (0/0x = 0/0y = 0) model of the layer so that only one of the three terms

remains in the Cartesian expression for the divergence of B:

V.-B=0B./8z=0. (4.18)

In other words, B, is independent of z. Here (z, y, z) is a local Cartesian coordinate
system unknown a priori with its z axis pointing along the sought-after vector, n,
normal to the layer. It follows from Faraday’s law, V x E= —85/875, that the field
component B, must also be time independent, OB, /Ot = 0, in such an idealized

structure so that a spacecraft traversing it would observe a strictly constant value
of EZ.

During the travel of a MC, the magnetic field vector B is measured N times, at time

t. The average of B in the Cartesian coordinates system is:

(By = D7 B = (Ba), (B, (B2) (4.19)
with: B = (B%, Bl BY).

As the estimative of n = (n,,n,,n,), normal direction, the method identifies that
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direction in space along which the field-component set {é(i) i} (i=1,2,3,---,N)

has minimum variance. In other words, n is determined by minimization of variance,

0'23

_ %Z(§i~ﬁ— (B) - )’ (4.20)

and where the minimization is subject to the normalization constraint |n|*> = 1. In
mathematical optimization, the method of Lagrange multipliers (named after Joseph
Louis Lagrange) provides a strategy for finding the local maximal and minimal of
a function subject to equality constraints. Thus, using a Lagrange multiplier, A, to

implement this constraint, the Lagrange function (Ay) is written as:
AL (N, My, My A) = o?(ng, Ny, Nz, By, By, B,) — )\(|an + nyj + nzl;:|2 —1)

and one then seeks the solution of the set of three homogeneous linear equation
(SONNERUP; SCHEIBLE, 1998):

0 .
 (o* = Al = 1) =0,
0 2 .12
Yy
8 2 ~12
o (cr — A(|n|* — 1)) =0,
or
2 2 2
gz = 2n, ; g% — 2\n, ; g% = 2\n. (4.21)
T y z

The Equation 4.20 is rewritten:
N 2
Z (reBo® 11,0 4 m.B.9 — (n,(BS) +my (B + n(B))

The derivative of the function o at the points n,,n, and n, is given by:

2

62 - %Z @D 41, B, +n,.B.") — (n,(B,) +ny(B,) +n.(B.))(B,") — (B,))]
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do* 2 & i i i i

. N Z[ntﬂc( ) +nyBy( ) +n.B.0 — (n2(Bz) +ny(By) +nz(Bz»(By( )— (By))]
y i=1

do? 2 & (i) (i) (%) (%)

. N Z[nsz +ny By +n.B." — (ny(By) +ny(By) +n:(B:))(B." — (B.))]

1

7

largest where + Z£1<Bx,y,z> = (B,,,.) and using Equation 4.19:

g;i = 2[((B,B,) — (B,)(B))ns 4 ((B.B,) — (B,)(B,))n, + ((B. B.) — (B,)(B.))n.]
2%, = 2[((B,Ba) = (B,)(Bu))nu + ((ByBy) = (B,)(B))ny + (B, B.) = (B,)(B.))n.]
gi — 2((B.B,) — (B.)(B))na + ((B.B,) — (B.)(B,))n, + ((B.B.) — (B.){B.))n.].

The above equations are substituted in 4.21, the resulting set of three equations can

be written in matrix form as

3
> MPing=An, (4.22)
B=1

where the subscripts «, § = 1,2, 3 denote Cartesian components along the x, y, z

system and
M5 = ({BaBs) — (Ba){Bj)) (4.23)

is the magnetic variance matrix. It is seen from Equation 4.22 that allowed A values
are the eigenvalues Aj, A2, A3 (given here in order of decreasing magnitude) of
M£ - Since M£ 5 1s symmetric, the aigenvalues are all real and the corresponding

eigenvectors, 1, o, T3, are orthogonal.

In summary, the minimum variance analysis consists of constructing the matrix M 5 8
defined by Equation 4.23 in terms of the measured field data and the Cartesian co-
ordinate system in which the measured data are represented, and then finding the
three eigenvalues \;, and corresponding eigenvectors Z;, of the matrix (SONNERUP;
SCHEIBLE, 1998). The eigenvector &3 corresponding to the smallest eigenvalue, A3,
is used as the estimator for the vector normal to the current sheet and A3 itself rep-
resents the variance of the magnetic field component along the estimated normal.

The eigenvectors Z; and I, corresponding to maximum and intermediate variance,
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are then tangential to the transition layer and the set {Z, 2, 23} arranged as a
right-handed orthonormal triad provides suitable basis vectors for the local coordi-
nates (z, y, z) discussed in connection with Equation 4.18. More generally, for any
measured set of vectors {E’”}, not necessarily obtained from a spacecraft traversal
of a transition layer or wave front, the eigenvector set of the variance matrix M O]f 5
derived from the data provides a convenient natural coordinate system in which to

display and analyse the data.

The variance directions are well determined if the error criteria given by Lepping
and Behannon (1980), Siscoe and Suey (1972) are satisfied (BOTHMER; SCHWENN,
1998):

22 >9; «(B,, By) > 30° (4.24)

The approximate error of the minimum variance direction is ~ 10° (BURLAGA;
BEHANNON, 1982). The calculated variance directions in solar ecliptic coordinates
(SEC) are (BOTHMER; SCHWENN, 1998):

7.2
Ty + . . R
U = arctan 2% ,0, = arctan Y2k T Yk i, lé| = 1; ér = (Tg, Yr, 21); kK =1,2,3.
Tk %k

Consequently, the measured components of B in the minimum variance system are:

Bi*=é,- B (4.25)

with the following components: B} = B = By, at maximum variance, B; = By =
By at intermediate variance and Bj = B} = By at minimum variance (BOTHMER;
SCHWENN, 1998). In above sentence, three notation to represent components on
MVA system are used. Those notations are found in the literature, i.e. to magne-
topause is used (Bg, By, By) while to MCs (B}, By, B;). However, MVA model
when is used during Grad-Shafranov reconstruction applied to clouds also use the
notations (By, By, By), it is because the model was created to study flux rope inside

magnetopause.

2

The variance, o°, of the magnetic field component along an arbitrarily chosen di-
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rection, defined by the unit vector /%, say, can be written in terms of the variance
matrix as (SONNERUP; SCHEIBLE, 1998):

0 = kaMp ks, (4.26)
a75

This result follows from Equation 4.20 with n replaced by ];7, where k; = k - Ty, 1 =

1, 2, 3.. If the expression 4.26 is transformed to the eigenvector basis:

Then, Equation 4.27 can define a “variance space” in which the coordinates along
the eigenvectors &, T», and &3 are 0; = VNk;, @ = 1, 2, 3, and in which the
variance, 0% = o} + 03 + 03, is the distance from the origin, with the normalization
condition, |k|? = K2+ k2 + k2 = 1:

2 2 2
o1 09 03
91, %, 95 _4 4.98
Ny (4.28)

This expression defines the variance ellipsoid with principal-axes are
VA1, Ve, and V)3 as shown in Figure 4.3.

4.5 Grad-Shafranov reconstruction of magnetic flux ropes

An alternative approach to modeling magnetic clouds came from a different direc-
tion, namely from modeling of magnetopause structures with an invariance direction
(SONNERUP; GUO, 1996; HAU; SONNERUP, 1999). The Grad-Shafranov (GS) recon-
struction is a data analysis tool for reconstruction of 2D equilibrium structures from
the magnetic field and plasma data collected by an observing platform (SONNERUP;
GUO, 1996; HAU; SONNERUP, 1999; TEH, 2007; LUT et al., 2008; MOSTL, 2009; LUI,
2011). The spacecraft measurements are used as initial conditions and the problem
can be treated as a Cauchy problem, though it is ill-posed, and can be integrated
numerically. Hu and Sonnerup (2001), Hu and Sonnerup (2002) first applied this
method to magnetic flux ropes and MCs in the interplanetary medium. In this sec-
tion, we summarize main properties of Grad-Shafranov model. After, in Chapter
6 we used the model applied to magnetic flux ropes (HU; SONNERUP, 2001; HU;
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Figure 4.3 - The variance ellipsoid. Eigenvectors, {Z1, &2, and Z3}, are shown relative to
the system (X, Y, Z) (e.g., GSE) in which the magnetic data are given. The
normal direction is estimated to be along Z3.

SOURCE: Sonnerup and Scheible (1998).

SONNERUP, 2002) to view the magnetic reconnection between two MCs.
Grad-Shafranov solver

The Grad-Shafranov Equation 2.40 can be rewritten as

dPt("L‘a y)

2 e .

(4.29)
for which the transverse pressure is given by P, = p + B?/2ug (p is the plasma
pressure), V2 = V7 = 9?/92? + 0% /0y?, and A is the magnetic vector potential. For
2D static MHD, both the pressure p and the axial field component B, are functions
of A that is constant along the field line as a result of B-VA = 0, (e.g. Teh (2007)).
We may write the second-order Taylor expansion (SONNERUP; GUO, 1996) at the y

values away from the spacecraft trajectory with step £Ay in the integration process.
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The calculation starts at y = 0 (step 1):

0A 1 [(0%A
Az, +Ay) =2 A +{—=—) Ay+-|—> Ay)*. 4.
sy = A0+ (G1) due(Ga) @r s

The function A(z, £Ay) has been determined from the initial condition at points
along the spacecraft trajectory with y = 0, ie., A(z,0) = —foz By(2",0)dz",
(0A/0y) 0 = Bx(x,0). Also, a single-valued function P;(A) is used to fit the space-
craft data along y = 0, i.e., [d(p + B%/2u0)/dA].o. The second derivative in Equa-

tion 4.30 can be evaluated from GS Equation 2.40 as (HAU; SONNERUP, 1999):

Y AN dP,(A(z,0))
(a—y?)z,o“(w)z,o‘“f’—w | (431)

And using finite differences with central scheme, one grid point will be lost at each
end of the data interval, resulting in the rhombus-shaped integration domain as
was showed by Sonnerup and Guo (1996). Hau and Sonnerup (1999) extended the
integration domain to a rectangular box, to do a second-order Taylor expansion for
forward and backward differentiation respectively (see the development done by us

in Appendix E).

2 ¢ — . . J— .
(8 A) _ 24 = A + 4 Aiap — Aisy + O(Az?) (forward(+) and backward(-))

Era (Ax)?
*A A =24+ A 2
(w)l = (Ar)? + O(Az?) (central).

The plot of P,(A) vs A can be fit by a third order polynomial with exponential tails;
differentiate it to put of the right-hand side of the GS Equation 4.31. Thus, 4.31 is
ready to put into 4.30 to calculate A(x,+Ay) and start the new integration step.

But, a smoothing is done before for the solution of A at each integration step to

reduce spurious results:

Ay = wl) Ay + 51— () (A + 49)

A= 0l At 51— w()) (At + Aua) and

A = w(y)An + 5 (1~ w(y)(Ax + Aw), (4.32)
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where the subscript ¢ denotes position along x. The weight w(y) is a chosen function

of y i.e.,

1 for y =0,
w(y) = -1 ‘ym%’ for other, (4.33)
2/3 for v = |Ymaz|-

This approach suppresses growth at short wavelengths but does not eliminate the de-
velopment of singularities associated with the longer wavelengths (HAU; SONNERUP,
1999).

The B, values are found by B,(z, £Ay) = —(0A/0x), +a, using finite differences
scheme (see Table E.1 (1st derivative), in Appendix E). The B, values are obtained

from the first order Taylor expansion to the next step of integration:
B,(7, £Ay) = B,(z,0) + (0°A/0y?)..0Ay,
where it is required again the Grad-Shafranov Equation 4.31.

In the step 2, y = £Ay,

2
Az, £2Ay) = Az, £Ay) + (%) Ay + E (%) (Ay)?,  (4.34)
9 z,+Ay 2 8’3/ z,+Ay

By(xz, £2Ay) = — (8A/8x)ximy , (4.35)
B.(x, £2Ay) & B, (2, £Ay) £ (02 A/0y?) s +0,Ay. (4.36)

And at the step n where y = £(n — 1)Ay:

2
Alw. ) = Ale, 0 - 1)89) £ (5 s+ (52) (Ag)?
ay ,E(n—1)Ay 2 ay z,£(n—1)Ay

(4.37)
By(z, £nAy) = — (0A/0x) .1 pp, (4.38)
B, £n2y) & By (i, =(n — 1)Ay) = (0°A/05)s s01avAy. (4.39)

An important topic in the reconstruction scheme is of finding the optimal in-

variant axis Z of the 2D structures. The structures are treated as approximately
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time-independent in a frame moving with the structures, the aforementioned is
deHoffmann-Teller frame (KHRABROV; SONNERUP, 1998) with constant velocity
Vgr. The previous difficult the model implementation, because are need to do a

group of tests before perform the reconstruction.

The GS equation is solved as a spatial initial value problem. According with Lui
(2011) a precise determination of the optimal axis is not strictly required for Grad-
Shafranov reconstruction (GSR), else the more important is that the orientation
allows a reasonable fit of the observed parameters. A significant deviation from the
optimal orientation for the axis of the approximate 2D structure will reveal itself as
non-singular values of P,(z,0) as a function of A(z,0) (HU; SONNERUP, 2001; HU;
SONNERUP, 2002).

Therefore, if an axis can be found such that the variation along that direction is
minimum and reasonable fit of the observed parameters can be obtained, then the
technique can in principle reconstruct the parameters on a plane perpendicular to
the least variability direction (LUI, 2011). The usefulness of GSR is its ability to
reconstruct an approximate shape and extract properties of the feature outside the
satellite path where no observations are available. The procedures of the reconstruc-
tion technique, as applied to the magnetopause, have been described in detail by
Hau and Sonnerup (1999). For magnetopause applications the vector normal to the
magnetopause current layer is approximated by n = Z3 (minimum variance eigen-
vector). For magnetic flux rope (clouds) the determination of the invariant axis can
be obtained from MVA on measured (HU; SONNERUP, 2002).

We check out the code with one test case given by Hau and Sonnerup (1999), in
their Figures 4, 5 and 6 respectively. We show details that were not addressed in
the aforementioned article. This is a contribution of this thesis, see Appendix D.
Using kinetic theory can be obtained some analytical solutions of Grad-Shafranov
equation, it is show in Appendix C. Also, we studied a benchmark case and improved
numerical resolution, see Appendix C, Section C.2. Thus, we join in this manuscript,
all theoretical aspects in relationship with the GSR. Because in the literatures it are
scattered, e.g., it was very difficult to find how to obtain analytical solution of Grad-

Shafranov equation, now in Appendix C is shown.
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Physical considerations in the reconstruction of magnetic flux rope in the

solar wind

The pioneer studies about this technique has been developed from 1996 to 2000
(SONNERUP; GUO, 1996; HAU; SONNERUP, 1999; HU; SONNERUP, 2000) and has been
applied to recovering two-dimensional (2-D) coherent magnetohydrostatic structures
from spacecraft data (AMPTE/IRM and UKS) inside of magnetopause. Another
candidate for application of the reconstruction techniques was the magnetic flux
rope. The first paper written with this purpose has been published by Hu and Son-
nerup (2001). A second paper was published by the same authors one year later (HU;
SONNERUP, 2002). The previous manuscripts are the core of the GSR of magnetic
flux rope in the solar wind. To explain physical considerations in the reconstruction

of magnetic flux rope in the solar wind, the earlies manuscripts are followed.

Details of the reconstruction techniques employed by Hu and Sonnerup (2001), Hu
and Sonnerup (2002) are the same described in Hau and Sonnerup (1999). In this
thesis, the above has been explained in Appendices C and D.

In summary, the numerical method is straightforward: an explicit numerical GS
solver is applied to compute the value of the vector potential, A, in a rectangular
domain. Taylor expansion and the GS Equation 4.31 are used to step away from
the projected spacecraft trajectory, located at y = 0, where the spacecraft data
provide initial values. A proper frame of reference, usually the deHoffmann-Teller
(HT) frame, moving with constant frame velocity, Vyr (KHRABROV; SONNERUP,
1998), is obtained in advance. By use of # = —(Vyr - #)t, time can then be converted
to distance along the z axis. The final output of the the technique is a contour plot of
recovered transverse field lines in a rectangular domain surrounding the spacecraft
trajectory, together with the distributions of axial field, axial current density, plasma

pressure, etc.

Hu and Sonnerup (2001) used the Lundquist solution 6.1 to evaluate the performance
of the numerical GS solver and to discuss how the function P;(A) behaves with the
correct z axis. The magnetic vector potential for this geometry is A = B4/, which
satisfies the GS Equation 4.31, V2 = —a?A, with P,(A) = a?A? /2. They compared
numerical and exact solution to the model GS equation (on a 21 x 101 uniform grid),
VZ = —a?A for aLy = 0.4 (L is the length normalization). Also, they showed that

an axial symmetric flux rope centered at (xg,yo) = (0.2Lg,0.5L¢) is well recovered.
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With the correct z axis, the plot of P,(A) is a single valued curve (a parabola): as the
spacecraft moves toward the center of the flux rope, the data samples move along the
curve in one direction and then move back the opposite way on the same curve after
the spacecraft passes the point of closest approach. The invariant axis is therefore
determined by searching for optimal single-branch behavior of P;(A). In detail, the
invariant axis direction, 2, is initially set to be the intermediate variance direction,
I, obtained from minimum-variance analysis of the measured magnetic field vectors
(SONNERUP; SCHEIBLE, 1998). In a process of trial and error, it is then tilted away
from Z5. In each trial, a single-valued function P,(A) is used to fit the spacecraft
data along y = 0. The optimal invariant axis is that for which the fitting residual for
P,(A) is minimized. The intermediate variance direction is used as the initial guess
for & because, for small “impact parameters”, yy, Lepping et al. (1990) found the
axis of their cylindrically symmetric flux rope to be near the z, direction, obtained
from application of MVA to magnetic vectors normalized to unit magnitude (HU;
SONNERUP, 2001). The previous idea was extended by Hu and Sonnerup (2002) and
it is shown in Appendix C, Section C.4.

The following are the steps of the numerical reconstruction technique:

1) Select a specific time interval of interest. The data needed are as follows: the
GSE components of the magnetic field (By, By, Bz); the plasma bulk veloc-
ity (Vx, Vy, Vz); the plasma number density, N; = N, = N, and the isotropic
temperatures 7; and 7.. From these quantities an isotropic plasma pressure,
p = NE(T; + T.), is calculate.

2) Perform minimum variance analysis on the measured magnetic field vectors Bm),
(m = 1,2,--- ;M) (SONNERUP; CAHILL, 1967; SONNERUP; SCHEIBLE, 1998).
The normalized eigenvectors, 1, o, T3, corresponding to the eigenvalues of the
magnetic variance matrix, A, A2, A3 (in descending order), form a right-handed,

orthogonal coordinate system.

3) Determine the optimal HT frame velocity, VHT, from measured plasma flow ve-
locities, 7™ and magnetic fields Bm), (m = 1,2,---, M) (SONNERUP et al.,
1987; KHRABROV; SONNERUP, 1998); by minimizing the residual electric field,
E’ (m) in a frame moving with unknown velocity V. A constant vector Viyp will
be used initially, but a time-varying frame velocity, VHT(I?) = VHTO + dgrt, with

constant acceleration vector, dyr, is also obtained. The quality of an HT frame
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can be assessed by the correlation coefficient, cc, between the components of
—5m) x B(™ and the corresponding components of VHT x Bm (KHRABROV;
SONNERUP, 1998).

Determine the reconstruction frame, (x,y,z). For flux rope applications, first
determine the optimal z axis as discussed in Appendix C, Section C.4. The z
axis is along the projection of VHT onto the plane perpendicular to Z; that is, it
is along the projected spacecraft trajectory relative to the flux rope. Because of
the invariance of the structure in the Z direction, the spacecraft measurements
are known along the x axis. The y axis completes the right-handed orthogonal
triad.

Obtain the value A(x,0) from Equation 2.29 by integration of the measured B,

values along the z axis (y = 0):

xT A x
gx”dx":/ —B, (2", 0)dz". (4.40)
0

A(z,0) =
0
The data are resampled to a uniform grid along the x axis prior to the integration
in Equation 4.40. A scatter plot of the transverse pressure Pi(z,0) = [p(z,0) +
B2(x,0)/2u0] versus A(z,0) is prepared.

Use a combination of polynomials and/or exponentials to construct a function
P,(A) that is optimally fitted to the data pairs Pi(z;,0) and A(z;,0) generated
in Step 5. Optimal fitting is achieved by minimizing >, [P (z;, 0) — P,(A(z;,0))]?,
where the integer i denotes individual values. The resulting function P;(A) is
then differentiated to obtain the right-hand side of the GS Equation 4.37.

Solve the GS equation, using the numerical GS solver, to reconstruct the trans-
verse magnetic field map, i.e., the contour plot of A(z,y) in a rectangular domain.
The axial field distribution, B,, can be obtained by evaluating a fitting function
B,(A) of the measured B, (zx,0) versus A(z,0), over the whole domain.

The numerical GS solver employed in this thesis is the same as that given by (HAU;
SONNERUP, 1999), as shown in the beginning of this section.

4.6 Detection of current sheets

With a time series of magnetic field dataset B(t) measurement by a single spacecraft

current sheets could be detected. Li (2008) developed a systematic method to search
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current-sheet-like structures in the solar wind. Recently, the method was used with
success to search for current sheets at the leading edge of an ICME event of 21
January 2005, based on the Cluster magnetic field data. Chian and Munoz (2011),
Munoz (2011) reported the observational evidence of two magnetically reconnected

current sheets in the vicinity of a front magnetic cloud boundary layer.

In the method, angles (f) between the vectors B(t) and B(t + 7) in a window of
width 27 are calculated. The probability density within the interval # and 6 + A6

can be computed directly from magnetic field measurements as

NT(0 <0 <6+ A0)

J(0,7)A0 = N7(0 <0 <)

(4.41)

where N7(0 < ¢ < 6 4+ Af) is the number of measurement pairs where the angle

large than 6. The integrated distribution function is defined as

Fo,7) = /6 " 10)ae, (4.42)

representing the frequency of having the measured angle large than 6. If the quantity
F(6,7) shall scale linearly with the time separation 7 when @ is larger than some
critical angle 6 then there are current sheets associated with the magnetic field time
series, i. e.,

F(0,NT1) ~ NF(0,7) when 6 > 6. (4.43)

If the majority (> 60%) of the angles between B(t) and B(t + 7) in a window of

size 27 centered at time 1" are greater than 6, then a current sheet is located.
4.7 Reconstruction tool

We had access to a program package in MATLAB that are based on those used
by Qiang Hu for his 2002 JGR paper (HU; SONNERUP, 2002) which were part
of the PhD Thesis at Dartmouth University. These programs were upgraded
in a graphical user interface (GUI) by Christian Mostl during his PhD thesis
3 (Space Research Institute, Graz, Austria, Finished in 2009). The program
read merged plasma and magnetic field data from ACE satellite obtained from
ftp:/ /nssdcftp.gsfc.nasa.gov/spacecraft data/ace/4 min_ merged mag plasma/.

The data are converts to a proper format which can be read by the reconstruction

3http://www.uni-graz.at /~moestlc/moestl _thesis.pdf
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programs (see Annex B).
4.8 Summary of techniques

In Table 4.2 is a summary of techniques that were studied. In each column is show
the name of the technique, the characteristics and how could be used to identify and

characterize interplanetary magnetic clouds at 1 AU.
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Table 4.2 - Summary of techniques that are using in this work.

Techniques

Characteristics

Purpose of use

Spatio-
temporal
entropy

This quantity compares the distri-
bution of distances between all pairs
of vectors in the reconstructed state
space with that of distances between
different orbits evolving in time. The
result is normalized and presented as
a percentage of “maximum” entropy.

To identify cloud candidates
i.e., the magnetic structures
highly organized.

Persistence
exponents

Positive values of autocorrelation
function indicate persistence while
negative value indicate antipersis-
tence. A strong correlation implies a
"memory” of previous values in the
time series.

MCs have simple flux rope-like
magnetic fields and magnetic
field values are autocorrelated
(higher “memory”). The expo-
nents could be used to identify
MC candidates.

Discrete
Wavelet
Transform

One can compute the so called dis-
crete scale coefficient ¢, and wavelet
coefficient df; associate with discrete
values of scale j and position k. The
wavelet coefficients have the prop-
erty that their amplitude are related
to the local regularity of the ana-

lyzed data.

A zoom in made in the mag-
netic fluctuations could be
used as an auxiliary tool to
identifying boundaries (with
human help) in the SW.

Minimum
Variance
Analysis

It consists of constructing the ma-
trix M(fﬂ defined by Equation 4.23
in terms of the measured field data
and the Cartesian coordinate system
in which the measured data are rep-
resented, and then finding the three
eigenvalues )\;, and corresponding
eigenvectors ;, of the matrix.

It is used to determine the di-
rection of rotation of the mag-
netic field inside the MCs and
the MC axis orientation.

Grad-
Shafranov
reconstruc-
tion

The spacecraft measurements are
used as initial conditions and the
problem can be treated as a Cauchy
problem, though it is ill-posed, and
can be integrated numerically.

It is a data analysis tool for re-
construction of 2D equilibrium
structures from the magnetic
field and plasma data collected
by an observing platform.

Detection
of current
sheets

Angles (0) between the vectors B(t)
and B(t + 7) in a window of width
27 are calculated. If 0 is larger than
some critical angle 6, then there are
current sheets associated with the
magnetic field time series.

To find current sheets inside
of double flux-rope magnetic
cloud observed by ACE space-
craft.
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5 METHODOLOGY

In the earlier text, theoretical aspects of the physical question and the techniques
of analyses were described. First of all, as part of a new approach that is proposed,
a characterization in order to understand better the phenomenon under analysis
is required. Then as a second step, the complete set of techniques to analyze the
MC events is used, mainly the identification of its occurrence. In this part, we are
dealing with MCs identified by other authors to create a methodology of analysis,
and demonstrate the useful of it as a significant tool for identification and charac-
terization of MCs. This work reaches also the studies on magnetic reconnection and

identification of related current sheets.
5.1 Characterization

The STE calculation is basis for MC identification. As consequence, some tests are
conducted to verify the behavior of this technique in relationship with the features
that exist in the interplanetary medium, and mainly in MCs. Some dataset condi-
tions are examined. In a complementary way, the analyses of persistence in those
kinds of data are relevant to classify regimes existing in the solar wind. Completing
this initial set of techniques, the wavelet analysis by means of its mathematical fea-

tures has a skill to characterize the magnetically quiescent and non quiescent regime
of the IMF.

5.1.1 Basic tests on STE analysis aiming to MC analysis

From an intuitive point of view, a time series is said to be stationary if there is
no systematic change in its mean value (no trend) and no systematic change in
variance and if strictly periodic variations have been removed (CHARTFIELD, 2003).
Trend estimation is a statistical technique that could be aid in the interpretation of
data (CHARTFIELD, 2003). When a time series related to measurements of a process
are treated, trend estimation can be used to make and justify statements about
tendencies in the data. Given a set of data and the desire to produce some kind of
function fitted through of those data the simplest function to fit is a straight line.
Once it has been decided to fit a straight line, there are various ways to do that, but
the most usual choice is a least-squares fit. If there is no global trend in time series
the angle (“trend angle”) between the straight line and the positive z axis must be

Zero.
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In Table 5.1 in the five columns are shown: time series data file included in VRA
version 4.7; these time series are rotated about the origin with angles of 0 rad, -
0.01 rad, 0.01 rad and 0.0175 rad respectively; and it calculated the STE of each
temporal series. Figure 5.1 shows a time series plot of Lorenz data file included in
VRA software. We gave trends to the series through angular rotations about the
origin. The results were included in row 2 presented in Table 5.1. The effects of
the trends in every series related with STE values are quantified. We follow the
same idea, to cause a trend in time series for another cases, Sine and White Noise
data file also included in VRA software. The results were included in rows 3 and 4
in Table 5.1. For periodic time series (sine data file) the value of STE is always
zero independently from the increasing trend. For the other two cases, if time series
trend increases then the entropy value decreases (see row 2 and 4 in Table 5.1). We
are doing these test because we know that inside MCs increase the trend of IMF

components; and we are interested in knowing how it could affect STE values.

Table 5.1 - STE values related to trends for three time series with data file included in

VRA 4.7.
Series f=0rad 6=—-00lrad 0=0.01rad 6=0.0175rad
STE(Lorenz) 73% 30% 29% 0%
STE(Sine) 0% 0% 0% 0%
STE(White Noise) 80% 34% 34% 3%

To continue with the above idea is good know that: the time series of the first
difference is often enough to convert series with a trend into a stationary time series.
The first-order differences of time series values x, x5, x3,- - - ,xy are given by a new
series Y1, Y2, - ,Yn_1, Where yy_1 = xy —xn_1. The operation y; = v, —x;_ 1 = Va,

is called the first difference and V is the difference operator (CHARTFIELD, 2003).

Our interest is to study variations in the STE values when a first-order differences
are applied on stationary time series. In the previously studied time series (Lorenz,
Sine and White Noise data file included in VRA), we constructed time series of the
first-order differences. After that, we calculated STE values of each time series and
the results were compared with the original series (no differences) shown in Table
5.2. The STE values are similar in both of them, i.e., for transformed (first-order

differences) and untransformed time series. Thus, when the time series has no trend,
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Figure 5.1 - Time series plot of Lorenz data file included in VRA (case with § = 0).
Three time series rotated about origin (§ = —0.01rad, § = 0.01 rad ,
6 = 0.0175 rad ) were plotted. After that, we calculate the STE of each series.

the non-linear delicate structures are not destroyed.

Table 5.2 - STE values related to the first-order differences in time series.

Series Untransformed first-order differences
STE(Lorenz) 73% 75%

STE(Sine) 0% 0%

STE(White Noise) 80% 82%

The STE value is low and may tend to zero in any time series with trend. If there
is a trend in the time series, you might want to consider removing it by differencing
the original time series before calculating the STE. Keep in mind, however, that
taking the first differences may destroy the delicate nonlinear structure in the time
series (if there is any). Thus STE values are calculated on the untransformed series
and then in the transformed series, where the first-order differences is applied. This

is done on a trial basis after calculating STE values of the original series.

The calculation of the STE with the VRA software, version 4.7, can not be made
in time series with sizes greater than ~ 4500 points because the STE has a rapid
decrease to zero. It seems to be a limitation of the software by some reason not

explained in its tutorial. When using the VRA software someone must take into
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Figure 5.2 - (a) X(t) vs t is plotted, where X(t) is a synthetic series created using a random
number generator producing values in the range 0 to 1. To show the graph,
a simple moving average is applied. The time series of random number has
a recurrence plot similar to shown in Figure 4.1 (right panel) and STE value
of this time series is ~ 80%. (b) The STE values versus length(X(t)) of time
series constructed. These values decrease in time series with a length greater
than ~ 4500 points. The software should be used from zero to red vertical
line.

account this identified limitation in the extension (length) of the data under analysis.
To exemplify the previous statement, synthetic time series were created using a
random number generator (RNG) producing values in the range 0 to 1. In the
Figure 5.2(a), an example with 3000 points was shown. In this time series a STE
value of 86% was calculated. The Figure 5.2(b) show the plot of STE values versus
length(X(t)) of 18 time series constructed as shown in 5.2(a).

As someone can notice now, the main features of the interplanetary magnetic dataset

have been taken into account here with those set of test cases.
5.1.2 Calculation of persistence in the regions of an ICME

To calculate the persistence exponents were used the following computational pro-

grams:

a) If we installed Octave in Ubuntu, a computer operating system
based on the Debian distribution and distributed as free and open
source software, then a hurst(x) function is created for example in
Jusr/share/octave/3.0.1/m/signal/. This function to calculate the Hurst

exponent (H, ), is used in this thesis. In Appendix B this function is shown.
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Following the work of Malamud and Turcotte (1999) another implemen-
tation was done by us (see Appendix B). With the aforementioned imple-
mentation, the results to calculate the hurst exponent are differents, but
this problem is discussed by Mielniczuk and Wojdyllo (2007). With the
hurst function provided by GNU/Octave the results are more consistent,
e.g. the values are greater inside MC. In future works, a comparative study

is suggested to explain in detail the difference between these results.

An alternative way to measure long-range correlation, which is valid for
both stationary and nonstationary time series, is the semivariogram .
Following the work of Malamud and Turcotte (1999), we done a program
in GNU/Octave to calculate the Hausdorff exponent (see Appendix B).

This program is used in this thesis.

Power spectral analyses are first used to examine the long-range persistence
(long memory) of values in the time domain. One way of defining long-
range persistence is if the power spectral density, S(f), is proportional to
the frequency, f, raised to the power-beta. To calculate the 3—exponent
a program in Octave done by McSharry and Malamud (2005) is used (see
Appendix B). We understand that in non-stationary time series the Fourier
transform is not suitable, because the core functions of the transform is

composed of sines and cosines.

A fast Matlab implementation! of the DFA algorithm was performed
by Little et al. (2006) and we use it in this document.

The behavior of the persistence in time series of the IMF components, measured

by the ACE spacecraft with a time resolution of 16 s, is explored. We studied the

persistence between time series corresponding to sheaths, MCs and a quiet SW after

the MC with equivalent time duration to it. We calculate one exponent of persistence

(e.g., o, B, H,, H,) over each of three windows. For example, we calculate the

persistence for event number 1 in Table A.1 (Annex A), correspond to the solar wind

temporal window January 06 — 09, 1998. The interval form January 06, 13 : 19 to

January

07,02 : 59 was classified as sheath. We calculate in the sheath the exponents

of persistence to B, component, the values were « = 1.27, 8 = 1.71, H, = 0.86,

H, =

0.31, respectively. The intervals from January 07, 03 : 00 to January 08,

thttp://www.maxlittle.net /software/
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Table 5.3 - We calculate the persistence in the IMF components by four different method:
B exponent of power spectrum, a exponent of DFA, Hurst of R/S analysis
and Hausdorff H, exponent of semivariogram respectively. The interval from
January 06, 13 : 19 to January 07, 02 : 59 1998 was classified as sheath. The
intervals January 07, 03 : 00 to January 08, 09 : 00 and from January 08,
09 : 01 to January 09, 15 : 00 were classified as MC and solar wind after the
MC respectively. Dates are shown in Table A.1, event No. 1.

Event No. 1 ‘ a ‘ B ‘ H, H,

B, :

Sheath 1.27 1.71 0.86 0.31
Magnetic Cloud 1.41 1.60 0.89 0.31
After Magnetic 1.31 1.70 0.87 0.31
Cloud

B, :

Sheath 1.34 1.68 0.87 0.27
Magnetic Cloud 1.52 1.55 0.91 0.42
After Magnetic 1.37 1.65 0.88 0.31
Cloud

B, :

Sheath 1.39 1.65 0.85 0.31
Magnetic Cloud 1.45 1.75 0.90 0.36
After Magnetic 1.23 1.64 0.86 0.23
Cloud

Mean Values: () (8) (H.,) (H,)
Sheath 1.33£0.06 | 1.68 £ 0.03 | 0.86 + 0.01 | 0.30 £ 0.02
Magnetic Cloud 1.46 £0.06 | 1.64 +0.11 | 0.90 £ 0.01 | 0.37 £0.05
After Magnetic | 1.30 £0.07 | 1.66 = 0.04 | 0.87 = 0.01 | 0.28 £0.05
Cloud

09 : 00, and from January 08, 09 : 01 to January 09, 15 : 00 were classified as MC
and solar wind after the MC respectively. We calculate the exponents of persistence
to B, component and shown in Table 5.3 rows 4 and 5 respectively. We extend these
calculations for the others two components (B, and B,) and shown the results in
the Table 5.3 rows 6-13.

MCs exhibit flux-rope characteristics: a large-scale winding of a closed magnetic
structure that is nearly force-free. And it is possible to see anisotropy of magnetic
field fluctuations in an average interplanetary MC at 1 AU (NAROCK; LEPPING,
2007). We do not expect to find the same behavior in all three components by the
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existence of anisotropy. The anisotropic behavior, in our opinion, is caused by the
geometry of flux-rope and the axis inclination angle. We have interest in a single
value to characterize the persistence in the IMF, for this reason we calculated the
mean value, using all three components. It is the only form that we found to quantify
the persistence in all structure and to minimize the anisotropy in the calculation.

This is, for example:
3
1
Oésheath = gz sheath® (51)

The angle brackets (- --) denote an average of the IMF components (i = 1, 2, 3 =
B,, B, B.), also the standard deviation is calculated. We show this calculation
in the Table 5.3, (aspeatn) = 1.33 £ 0.06. In the last three rows of Table 5.3 the
remaining calculations of mean and standard deviation values for all persistence
exponents are shown. In Table 5.3, as we thought, the persistence values increases
inside the MC. The above idea is not always true when using the spectral-power
B—exponent. But two of the main problems in using a discrete Fourier transform
are spectral variance and leakage (PRIESTLEY, 1981; PERCIVAL; WALDEN, 1993).
This show a range of uncertainty in the values of 3, as in our case. Other problem
is the nonstationarity of the IMF components. The previous study was generalized
for a group of 41 events shown in Table A.1; and will be discussed in Chapter 6,
Section 6.1.

5.1.3 Wavelet coefficients for solar wind analysis

As used in this work, a methodology is presented to help the solar/heliospheric
physics community efforts to deal with the MCs. The wavelet analysis has impor-
tant advantages, adding resources to other classical mathematical tools, that could
be used to study solar wind fluctuations. The wavelet coefficients allow finding fluc-
tuations with pseudo-frequencies corresponding to the scales given by j, the chosen
wavelet function, and the sampling period. The idea is to associate with a given
wavelet a purely periodic signal of frequency Fc. The frequency maximizing the fast
Fourier Transform (FFT) of the wavelet modulus is Fc. It allows the plotting of the
wavelet with the associated approximation based on the center frequency. Thus, the
center frequency based approximation captures the main wavelet oscillations. So the
center frequency is a convenient and simple characterization of the leading dominant
frequency of the wavelet (ABRY, 1997).

As we are interested in studying fluctuations with larger frequencies (in this case
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on data from 16-second time resolution), the Daubechies function db2 with one
decomposition level seems proper to be used. A zooming in analyzing the IMF
fluctuations with a pseudo-period of 48 seconds could help to locate better the MC
boundaries. A statistical study has to be performed. For this reason, three regions
from 41 ICMEs will be studied, i.e plasma sheath, magnetic cloud, and region after
the MC.

In the characterization of a solar wind disturbance, we perform one decomposition
level, and we compute the square of wavelet coefficients (d' or d1) (energy content
on that level), as in Mendes da Costa et al. (2011), Mendes et al. (2005), and its

mean value Dy .

SN2 412
Dy = W, where N = length(y). (5.2)

Also an average value ({Dg)) of wavelet coefficient Dy in the three magnetic field

components are calculated.

(Dar) = % Z DY, (5.3)

where the angle brackets (---) denote an average of the Dy in IMF components
(i =1,2, 3= B,, By, B,).

As the dynamics features of the physical problem of our interest, i.e. the occur-
rence of the MC, are recorded in the IMF, we study time series of IMF B,, B,, B,
components measured by the ACE spacecraft. The treatment procedure is able to
characterize regular/non regular behavior existing in experimental data to identify
in an objective basis the transition between regions with these two primary behav-
iors. The solar wind time interval is separated in three new time intervals (windows)
corresponding to the preceding sheath or pre-MC, the MC itself, and the SW after
the MC or post-MC. The methodology is established.

The criteria to select the data window after the MC has not physic justification.
Each post-MC region was selected with the same length of the cloud regions. The
mains efforts is to study solar wind data interval containing the ICMEs, where a
shock event and cloud region were reported. Someone can be aware that arbitrary

selection of post-MC region could affect the results, because this region could be
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disturbed by other process not related with the MC itself. However, the natural
physics of the system should not avoid tests of the proposed methodology. Further
analyses of complicated events can indeed help to understand the true processes
occurring in the interplanetary medium. In an evident way, to show the behavior
in the different regions is valuable, because only then will be possible to justify
that wavelet coefficients may help to find boundaries. A “zoom in” treatment in
the fluctuations from variables with random variations (i.e., IMF) could help to
separate disturbance process, i,e., the cloud candidate originated from an ICME.
The hypothesis is that wavelet coefficients help to identify boundaries in the SW
data, specifically the shock wave and the leading edge of ICMEs.

5.2 Identification

Based on all earlier considerations, a methodology has been structured in order to
allows identifying and characterizing MC events. Figure 5.3 presents the diagram of

the analyses that are presented as follows.

_________________

IMF, BX, By, BZ, Ref. SySt., Time Res| : Plasma Data’ Time Res:
1 I
_________ R
_____________________________ >|
|
<'—{Spatio—TemporaI Entropy ‘ |
1
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1
]
<—{ Discrete Wavelet Transform ‘ !
I
]
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|
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| |
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]
| [AUXILIARY TOOLS TO IDENTIFY AND CHARACTETERIZE MCs ] !
: !
I
! Grad-Shafranov Reconstruction
] ]
]
I

Figure 5.3 - Scheme to explain as the techniques are used.

As represented in the scheme, the IMF dataset is evaluated by STE technique com-
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posing together other resources a mathematical tool for studies on MCs. Using STE,
the flux rope related to MCs are identified by an easy and quick computational pro-
cedure at about 1 AU. The main advantage of the approach proposed is that it takes
only the IMF data to identify the flux rope-like associated to the cloud. Neverthe-
less, this STE method does not solve the problem of identifying the boundaries of
the clouds. The boundaries can be delimited with MVA technique, as shown by Hut-
tunen et al. (2005, and references therein). Adding information with this intention,
the persistence analysis and DW'T analysis are also used. In order to test and vali-
date this identification methodology, MCs identified by other authors are used here.
The methodology uses mainly mathematical criteria from the nonlinear dynamics
techniques to identify MCs in the solar wind. When available (condition not fulfilled
in many cases), the solar plasmas data allows the reconstruction of MC flux-rope

configuration aiming to obtain the most complete MC characterization.
5.2.1 Methodology for analysis using an entropy index

As was explain in Section 3.4, we decided to study in more details the STE variations

taking into account some days before and after of a MC to a total of 10 days.

The bases for the procedure of identification of MC candidates using only the IMF
data are presented. Although its simplicity, the approach shows an effective analysis
with little computational efforts. This numerical tool can indeed help the specialist,

that develops a visual inspection, by allowing a pre-selection of candidate cases.
Idea and calculations

The Recurrence Plot is a relatively recent technique for the qualitative assessment of
time series (ECKMANN et al., 1987). With this technique, someone can detect hidden
patterns and structural changes in data or evaluate similarities in patterns across the
time series under analysis using graphical representation. The fundamental assump-
tion underlying the idea is that an observable time series (a sequence of observations)
is the manifestation of some dynamic process. It has been proved mathematically
that one can recreate a topologically equivalent picture of the original multidimen-
sional system behavior by using the time series of a single observable variable (TAK-
ENS, 1981). The basic idea is that the effect of all the other (unobserved) variables
is already reflected in the series of the observed output. Furthermore, the rules that

govern the behavior of the original system can be recovered from its output.
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Using recurrence plot analysis, the STE measures the level of organiza-
tion/structuredness of process features in physical records. The calculation of STE
is done by the Eugene Kononov’s Visual Recurrence Analysis (VRA), version 4.7

(see, http://nonlinear.110mb.com /vra).

With the assumption that MCs generated by ICMEs evolve with a flux-rope-like
configuration, an organization in the IMF exists due to the MC structure. Although
many times the visual identification of MC configuration using the IMF components

collected by satellites is not an easy task, the STE analysis intend to makes it easier.

Formulating a procedure, we analyze IMF data using an arbitrary time interval of
10 days, where we are sure to use a wide interval that contains at least the occurrence
of one MC already identified. As a criterion for calculation using the data, we select
a convenient data interval of 2500 records moving forward by 200 record steps until
the end of the time series. For every data segment, the STE is calculated at each step.
It allows analyzing the STE evolution along the series, with an adequate resolution
defined by the chosen step. We select 2500 points because this interval represents an
interval of 11.11 h, and the MCs have a smooth rotation of the magnetic field vector
in the order of 1 day, where the field reaches a peak and decreases (BURLAGA, 1988).
With a temporal window size of 11.11 h and a resolution of 16 s, it is possible
to cover the entire range of trend in the most of MCs with dimensions larger than
24 h. The STE values are calculated every 0.89 h (time resolution adopted, with
200 records) and representing ~ 8% of the size of each temporal window. So, the
variation of the values of STE between two contiguous windows (11.11 h) must
also be in the order of ~ £8%. Further it allows a blind test to this technique by
analyzing a large data series of solar wind data, obtaining plasma MC-candidates

regions.

Higher STE values (close to 100%) indicate disorganization, i. e., no flux rope struc-
ture; while lower values (close to zero), an organization being reached, i. e., flux rope

structure-like.

Based on the MC magnetic structure, not all the magnetic components are ex-
pected to have STE values close to zero simultaneously, and even if more than one
component present values at the same time in MC. That is the reason to create a
standardization interplanetary entropy index (called by us IE index) that joins the
STE results of the three variable (B,, B,, B.), which are affected by the physical
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process, in an easy interpretation diagnose. The index is the result of multiplying
the STE values obtained from the calculation on each of the three variables, using

a dataset taken at the same time ¢, normalized by 10, presented as:

TE,
IE = 1:[ 5104 (%], where i=[x, y, 7. (5.4)
The normalization is convenient to show the IE in the same scale of the STE from
0% to 100%.

Scheme for the identification of MC occurrence

The scheme used to identify the MC occurrence using IMF and to test the method

using SW data is presented in Figure 5.4. Its description is as follows.

In the first part of the scheme, the IMF data (in any reference system) with the best
time resolution are acquired. Then Data in an arbitrary time interval are taken,
using an interval large enough to contain a significant portion of the an eventual
MC. After that, records from the data taken within a convenient time length (called
window) are selected in each displacement under a constant time step till the end of
the data series. Following, the STE value is calculated in each window respectively
for B,, By, and B, components, that allows obtaining a time evolution to STE.
Finally, the TE values are obtained using the Equation 5.4. When in the TE time
series has value equal zero, then there is a cloud-candidate region and it could be

examined in order to identify the MC boundaries.

In the second part of the scheme, after the identification of the MC occurrence and
its probable location, the evaluation of the MC boundaries can be done using the
IMF data or, if available, using also the SW plasma data together, for more precise
results. For the MC boundary analysis, MVA on IMF data can be applied. A more
complete analysis is done using plasma beta calculation resultant from plasma data
and IMF data together. At the end, both the identification and the characterization
of MCs are done.

In order to be clear about the approach, some comments are made on the method-
ological primary features. We did not use the techniques of bi-directional streaming
of solar wind supra-thermal electrons (BDE) along magnetic field lines to find the
candidate MCs (BAME et al., 1981; GOSLING, 1990). On one hand, BDEs are also
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Figure 5.4 - Scheme used to identify MCs.
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present in [CMEs without the MC structure, and, in addition, we should use plasma
data for building it. On the other hand, the calculation of the IE does not use the
plasma data. This is an advantage of the above technique, added by the fact that
IMF data have few or short gaps and a better time resolution. Also, there is a major
point. The skill of the strategy is to show a mathematical tool like the STE, that al-
lows an easy computational technique, to identify simply and quickly the occurrence
of a flux rope-like associated with the cloud at about 1 AU. Nevertheless, this STE
method does not solve the problem of identifying the boundaries of the clouds. To
delimit the boundaries, if this is the case, the methodology presented in the work of

Huttunen et al. (2005, and references therein), is available to be used.
5.2.2 Methodological applications

In order to test the proposed identification methodology and demonstrate its useful-
ness, three well identified events by other authors are now used. Table A.5 presents
4 MCs picked up from the Huttunen et al. (2005)’s work. In Table A.6, the SW
intervals used for the analysis of these events are shown. Also included, an ICME
(from Dal Lago et al. (2006)) allows verifying the quality of the method. The chosen
phenomenon tests the skill of the tool to recognize MC features from features of

other similar structures.
MC occurrence identification

Based on the test case of MC at Jan. 06-08, 1998 (Table A.1, a SW dataset for
10 days from January 03-12, 1998 (Table A.6), is selected. The STE was calculated
in a total of 256 time windows, each with 2500 records. In Figure 5.5, we show STE
values versus date for the time series of IMF components for this interval. STE values
for B,, By, and B, are plotted with dotted line, dashed line, and continuous thin
line, respectively. Additionally, we have investigated if ACE detected some other

events during those ten days.

Cane and Richardson (2003) summarized the occurrence of ICMEs recorded in the
SW that reached the Earth during 1996 — 2002, corresponding to the increasing and
maximum phases of solar cycle 23. In particular, they give a detailed list of such
events based on in situ observations. They reported two ICME in this interval: from
January 07, 01 : 00 to January 08, 22 : 00, the event is a MC; while from January
09, 07 : 00 to January 10, 08 : 00 1998, no event is classified as MC. Thus, in Figure
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Figure 5.5 - Values of spatio-temporal entropy (STE) as a function of the time for time
series of IMF B, (dotted line), B, (dashed line) and B, (continuous thin line)
components in the SW. The thick curve represents the interplanetary entropy
index (IE) calculated over the analyzed period. The shock, the start and end
of the MC are represented by three vertical lines as is shown in Table A.1.

5.5, we have one MC, one interplanetary disturbance not classified as MC, and a
quiet SW period. Some features related to the ICME classified as MC in January
07 were reported by Cane and Richardson (2003): Vicap = 400 km/s, this is the
mean SW speed in the ICME; V.. = 410 km/s, the maximum SW speed in the
post disturbance region; B = 16 nT' the mean field strength; and Vp = 480 km/s,
the transit speed. The MC was also reported by Huttunen et al. (2005), but with

different size.

In Figure 5.5, the shock, the start, and end of the MC are represented by three
vertical lines, at the time informed in Table A.1. The B,, B, components have zero
STE values only during the passage of the MC, approximately in the first half of it.
The second minimum value of ST E = 10% corresponds to B, component in January,
09. At this date (January 09, 07 : 00 — January 10, 08 : 00), Cane and Richardson
(2003) detected one ICME with Vigy e = 450 km/s, Viae = 500 km/s, B = 6 nT.
It is not classified as MC. This result seems to be very interesting, because, in this
interval of ten days of SW data, only two magnetic components (B, and B,) have
zero STE values, and it is within the MC. Huttunen et al. (2005) first performed
a visual inspection of the data to find the cloud candidates. This is always the
first step in any work aiming at studying MCs. Although exist automatic ways of
identification, still the plasma data need to be used in the usual tools (LEPPING et
al., 1995). Then, the calculation of STE could be a very useful mathematical tool to
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help finding the MC candidates.

The thick curve in Figure 5.5 is the representation of the IE calculated along the
analyzed period. We could think of a similarity with the Dst index, which is a
geomagnetic index which monitors the world wide magnetic storm level. Therefore
when the Dst index reaches negative values, it indicates that a magnetic storm is
in progress. More negative the Dst index, more intense the magnetic storm. While
the Dst can present positive and negative values, the IE value can only decrease to
zero somewhere inside the MC. The MCs have simple flux rope-like magnetic fields,
characterized by enhanced magnetic fields that rotate slowly through a large angle.
Then, the time series of IMF components have a trend and a more ordered dynamic
behavior, and a higher degree of correlation with its temporary neighbors (OJEDA
et al., 2005; OJEDA et al., 2013). The aforementioned behavior is found only in the

magnetic structures of the MCs, a necessary condition for the zero IE value.
A case chosen for a false positive result test

To test that the STE is not zero for other interplanetary disturbance than MC is
required to validate the use of IE as a methodology. That is the reason for the
name false positive used here. Although it is not a true proof, this empirical test
corroborates with the results obtained for a large number of SW data till now. This
case chosen to create an adversity situation of analysis by the physical similarity with

the MC serves as an example for validation, or initial acceptance, of the method.

In Table A.6, a SW dataset for 6 days from October 20-25, 1999 is indicated. Be-
cause the interface between the interplanetary ejecta and the high-speed stream
on October 22, 1999 is an excellent study case (Dal Lago et al., 2006). High-speed
streams, originating in coronal holes, are observed often following ICME at 1 AU
(KLEIN; BURLAGA, 1982). Dal Lago et al. (2006) studied the October 17 — 22, 1999

solar-interplanetary event, which was associated to a very intense magnetic storm
(Dst = =237 nT).

In Figure 5.6, we show the values of STE as a function of the time for times series
of IMF B,, B, and B, components in the SW from 20 — 25 October, 1999. In this
SW data intervals, 150 time windows (each with 2500 records) were obtained. STE
values of each of the three IMF components are calculated. Using Equation 5.4, the

IE is calculated and it is plotted with thick curve over the analyzed period in this
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Figure 5.6 - Values of STE as a function of the time for times series of IMF
B, (dotted line), B, (dashed line) and B, (continuous thin line) components
in the SW. The thick curve represents the IE calculated over the analyzed pe-
riod. The vertical lines represent the ICME reported by Dal Lago et al. (2006)
from 21, 01 : 34 UT to 22, 06 : 15 UT.

figure.

Dal Lago et al. (2006) presented an analysis of pressure balance between the ICME
observed on October 21 — 22 and the high-speed streams following it. Close to the
Earth, at L1, an interplanetary shock was detected by ACE magnetic field and
plasma instruments on October 21, 01 : 34 1999, as shown in Figure 5.6 by the first
vertical dotted line. The driver of this shock is an ICME, which can be distinguished
from the normal SW by its intense magnetic field, of the order of 20 nT throughout
the most part of October 21, and its low plasma beta (~ 0.1) (Dal Lago et al., 2006).
The start of the ejecta was on October 21, 03 : 58. Toward the end of this ejecta,
an increase of the magnetic field intensity was observed, starting on October 22,
02 : 30, reaching a peak value of 37 nT (Dal Lago et al., 2006). At 06 : 15 UT of 22
October (the second vertical dotted line in Figure 5.6), the magnetic field dropped
abruptly around 10 nT. (Dal Lago et al., 2006) defined this point as the end of the
ICME. They were not sure whether this ICME is an MC or not according to the
criteria of Burlaga et al. (1981), because the direction of the magnetic field does not
rotate smoothly. (CANE; RICHARDSON, 2003) also detected an ICME not classified
as MC at the date from October 21, 08 : 00 to October 22, 07 : 00 1999 with
Vieme = 500 km/s, V0 = 580 km/s, B =20 nT and Vr =480 km/s.

As presented in the previous paragraph, it is clear that, during the period of October
20 — 25, 1999, no event was identified as MC. In the Figure 5.6, the values of STE
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Figure 5.7 - It is plotted the IE as a function of the time, February 14 — 23, 1999, but the
three vertical lines correspond with the third event in Table A.1. The format
is the same as in Figure 5.5.

are always different of zero, so the IE also is different of zero. This result helps to
validate the IE to detect MC, because IE methodology can differentiate when an
ICME is not classified as MC, since the IE is zero only inside of MC. This skill is
related to the correct diagnose of the intrinsic magnetic field configuration existing

in a MC, representing a very higher organized plasma structure.
A blind test case

With the idea of trying the method, we done a random selection of one MC among
the 80 MC events (73 MCs and 7 cloud candidates) identified in the work of Huttunen
et al. (2005). It is the second case in the Table A.1, identified as the MC event of
February 18 — 19, 1999. Table A.6 indicates the ten-day interval, February 14 —
23, 1999, of SW dataset collected to be analyzed. Considering a total of 256 time
windows, the STE values are calculated. in Figure 5.7 the result was shown. The
STE reaches value zero for the B, component. So, there is a IE index presenting

value zero in the examined period.

Cane and Richardson (2003) detected an ICME not classified as MC at the date
from February 13, 19 : 00 to February 14, 15 : 00 1999 with Vicp e = 440 km/s,
Vinae = 470 km/s and B =9 nT. Figure 5.7 shows the results of the calculation of
STE at February 14, 15 : 00, 1999, where the IE has a small, but non-zero, value.
During February 18 — 21, 1999, the ACE spacecraft detected an ICME, classified as
MC with Vieye = 520 km/s, Ve = 700 km/s, B =8 nT and Vp = 870 km/s
as the transit speed (CANE; RICHARDSON, 2003). Inside the MC, that is limited by
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the vertical lines in the Figure 5.7, we can see that STE = 0% only for one IMF
component (in this case, for B, ). It generates a IE index presenting a value zero that
occurs only inside the MC region. So, the IE index identifies indeed the occurrence

of one MC event in this data interval.

So far, many times we see MCs with zero STE values only in one of the IMF
components. However, the IE has always detected the existence of MCs, located by
the value zero. Thus, using the IE we find the MC occurrence, but not the boundaries
(or the time extension) of the cloud. The consistent results from other aleatory cases

are not showed in this work.
5.2.3 Validation of MVA method to identify the boundary of a MC

The proposed methodology in the above sections are not used to identify the bound-
aries of the clouds and to obtain geometry parameters of the flux rope structure
respectively. We need to use the method presented in the paper of Huttunen et al.

(2005) to validate an analysis methodology.

Huttunen and collaborators have also included seven cloud candidate events for
which either the fitting with MVA was not successful (e.g. the eigenvalue ratio < 2
or the directional change less than 30 °) or there were large values of beta throughout
the event. In their study the criterion to define a MC were based on the smoothness
of the rotation in the magnetic field direction confined to one plane. Additionally
they required that a MC must have the average values of the plasma beta less than
0.5, the maximum value of the magnetic field at least 8 nT, and the duration at least
6 h. With the last two criteria, they aimed to remove the ambiguity of identifying
the small and weak MCs. All selected events were investigated by analyzing 1 h
magnetic field data with MVA, where MCs are identified from the smooth rotation
of the magnetic field vector in the plane of the maximum variance (KLEIN; BURLAGA,
1982).

We done a computational implementation to analyze MC with the above method-
ology. The Figure 2 left panel (19 — 22 March 2001) in the paper of Huttunen et al.
(2005) is selected with the KSnapshot program. The KSnapshot program in Linux
(Ubuntu) is capable of capturing images of the whole desktop, a single window, a
section of a window or a selected region. The images can then be saved in a variety

of formats. After that, the g3data program in Linux (Ubuntu) is used for extracting
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Table 5.4 - Comparation the results of MVA method with paper of Huttunen et al. (2005).
The eigenvalues of the magnetic variance matrix are Aj, Ao, A3, in order of
declining size and the corresponding normalized eigenvectors, T; = B’;, Ty =
B;, T3 = E: Our results, shown in the third column, are consistent with
the second column. The rows from the top to the bottom: the eigenvectors
(nT), eigenvalues, eigenvalue ratio (A2/A3), direction of the MC axis (¢¢, 0¢c),
direction of minimum variance axis (¢pzin, Oarin), difference between the initial
and the final magnetic field vectors (), inferred flux-rope type (see Figure 2.7),

handedness of the cloud (LH=left-handed).

19-22 March, 2001
Parameters Huttunen et al. (2005) Owur implementation

i1, B! - (0.26,0.91, 0.32)
&9, B - (—0.37,0.40, —0.84)
&3, B: - (—0.89,0.1, 0.44)
(A1, A2, Ag] - [110.52, 48.44, 0.93]
A2/ A3 52 52.12
bc 133 132.62
Oc —57 —56.78
OMin - 173.74
Ontin - 26.26
X 156 155.61
Type WSE WSE
CH LH LH

data from graphs. The results are plotted with red color in the Figure 5.8. Also in
the Figure 5.8 with blue color, our results are plotted. It is possible observe that the
results agree. For more security, the quantitative results are compare in Table 5.4.
The description of the parameters in the caption of the table is shown . Thus, our

implementation is ready for the studies of new MCs.

Nieves-Chinchilla et al. (2005) performed a systematic study of MCs in the time
interval 2000 — 2003. They used the non force-free model of Hidalgo to identified
magnetic clouds. The total of clouds identified in that study were presented in
Table 2.1. Also the MC of (19 — 22 March 2001) was studied, but Nieves-Chinchilla
et al. (2005) report two MCs in this time interval (see Table 1 in the work of
Nieves-Chinchilla et al. (2005)). In Chapter 6, we will use this contradictory result

to validate our methodology.
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Figure 5.8 - The unipolar MC was observed by ACE on 19-22 March, 2001 and identify by
Huttunen et al. (2005) (see event number 27 in Table A.1, Annex A). In all
panels: red color shown the results of Huttunen et al. (2005), our implemen-
tation is shown with blue color. (a) magnetic field strength; (b) polar angles
of the magnetic field vector in GSE coordinate system (Blat); (c¢) azimuthal
angles of the magnetic field vector in GSE coordinate system (Blong); (d) pro-
ton plasma beta; (e) the rotation of the magnetic field vector in the plane of
maximum variance; (f) the rotation of the magnetic field vector in the plane
of minimum variance.
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5.2.4 Persistence index to identify the region of a MC

Following the same idea of TE, we calculated the four persistence exponents
B,a, Hu, Ha in time windows of ten days. Figure 5.9 (All panels) are the same as
Figure 5.5 but in each panel, different persistence exponents are shown. We found a
threshold for each exponent that will be discussed in chapter 6, derived from Figure
6.13. In Figure 5.9 threshold values are represented with a horizontal dashed line.
The horizontal thick curve in each panel, is an average value or persistence index

similar to Equation 5.1, that is:

(Hu) = % > Hu® (5.7)
(Ha) = % > Ha". (5.8)

The angle brackets (---) denote an average of IMF components, i = 1, 2, 3 =
B,, By, B..If each persistence index is over threshold in all panels at same time
then exist a region that could be identified as a magnetic cloud candidate. The
previous condition is only true inside of a MC that shown in Figure 5.9. The a—
index threshold was exceeded only inside of MC, therefore was the best index. Also

Hausdorff—index had a great increase in the MC region.

As was done to validate the IE methodology, is necessary to prove that in other inter-
planetary disturbances, persistence index does not satisfy the condition to identify
MCs, e.g. all persistence index exceeds the threshold at same time only inside a
MC. Thus, we use the same event studied by Dal Lago et al. (2006) and shown in
Figure 5.6. It is the interaction between an ICME with a high-speed stream. The
results are show in Figure 5.10, we saw an increase in the indices over the threshold
on October 22. But alpha index fails. We conclude that not exist a MC in that SW
interval. Then, this methodology is valid to identify flux rope associated with MCs.
And it will be used for this purpose in the next chapter.
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Figure 5.9 - Persistence exponents as a function of the time for times series of IMF
By (red), By(green and B,(blue components in the solar wind. In the
four panel are shown: (a) B—index; (b) a—index; (c) Hurts—index; (d)
Hausdorff—index. The thick curve represents the persistence indices calcu-
lated over the analyzed period. The shock, the start and end of the MC are
represented by three vertical dotted lines.
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We tested the methodology on other SW interval from February 14 — 24, 1999. The
results are shown in the Figure 5.11. Again only the four indices are over threshold
inside of magnetic cloud. As we use four indices at same time this is not very efficient
methodology for identifying the cloud region. It can be used as an auxiliary tool
because is very easy to do an automatic and rapid computational implementation.
However, the IE is most precise to identify the cloud regions, also the computational

implementation is delayed because the entropy is calculated on RP.

5.2.5 DWT index to identify the sheath of a MC and solar wind fluctu-

ations

We calculated the wavelet coefficient d1? using the same idea presented along this
section: in time intervals of 2500 records moving forward as 200 records over 10
days on IMF dataset. Thus, the Equation 5.2 is used to calculate an average wavelet
coefficient Dg; on each window of 2500 records of dataset. The dataset are the
components of IMF (B,, B,, B,). In the Subsection 5.1.2 was explain the existence
of anisotropy in the IMF, and the necessity to calculate an average value of the
persistence exponent between the three IMF components. Using the Equation 5.3 an

average value ((Dg;)) of wavelet coefficient D in the three components is calculated.

In Figure 5.12(a), we show Dy values versus date for the time series of IMF B,, B,
and B, for this event (January 03-12, 1998). Dy, values for B,, B, and B, are plotted
with red dotted line, green dashed line, and blue continuum line respectively. With
black thin line the (D) values are represented. We will call this average coefficient
as a wavelet index or WI. In the Figure 5.12(a) shows the same solar wind windows
shown in the Figures 5.5 and 5.9. We see a decrease of WI inside of the MC, if is
compare with the boundaries of it. But, the WI is lowest in other places where not
exist MC. However, the maximum WT value is detect in the center of the sheath of the
cloud. Then, this tool is not useful to identify the magnetic cloud region, but could
help to delimit the start of the cloud. Other applications could be found to investigate
the solar wind fluctuation and the calculate correlation with geomagnetic indices.
Also, we found an important application in the Chapter 6 using this methodology

to identify a reconnection region between two MC.

In the Figure 5.12(b) the WI was plotted. The WT allows viewing the shock and the
existence of a sheath in this ICME although the flux-rope after the sheath is not

classified as cloud magnetic. The index shows that the high-speed streams following
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Figure 5.11 - Persistence exponents as a function of the time for times series of IMF
B, (red), By(green and B,(blue components in the solar wind. In the
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Hausdorff—index. The thick curve represents the persistence indices calcu-
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this ICME has great fluctuations in an along time period. The IMF fluctuation are
lower inside the MC than in the plasma sheaths but we do not require a wavelet
analysis to infer that. However, WI is a tool to measure the size of these fluctuations,

for comparison with other regions in the solar wind itself.

Figure 5.12(c) is similar to 5.12(a) and 5.12(b) but for the date February 14 — 24,
1999. We remember that two ICMEs were reported during this ten day of SW
interval; the first from February 13, 19 : 00 to February 14, 15 : 00, the second at
the date February 18 — 21. Anew, great values of the WI was found in the plasma
sheath. In conclusion this methodology is not useful to identify magnetic cloud but

is an auxiliary tool that could used to study the fluctuation in the plasma sheath.
5.3 Example: MC flux-rope reconstruction

A magnetic cloud of double flux rope configuration of apparent asymmetry was
studied by Hu et al. (2003). They employed the Grad-Shafranov reconstruction
techniques to derive the local magnetic structure from data of a single spacecraft.
Their results showed two cylindrical flux ropes next to each other where a single X
point was formed between them. The interval studied correspond to a MC observed
by ACE in the solar wind at 1 AU on August 12, 0519 : 43 — 1933 : 05 UT 2000.
Evidence of multiple flux rope magnetic clouds were reported by Osherovich et al.
(1999), Haggerty et al. (2000), Skoug et al. (2000), Vandas et al. (1999). Other four
magnetic flux rope events that are not necessarily CMEs or MC were observed by
ACE and are examined by the GS reconstruction techniques in the work of Hu et
al. (2004).

We used a program package in MATLAB (see Annex B). We studied the interval
correspond to a MC observed by ACE in the solar wind at 1 AU on August 12,
0524 : 00 — 1904 : 00 UT 2000. It is the same event studied by Hu et al. (2003). In
Figures 5.13 and 5.14, the results are compared.

The relationship between P, and A in the Figure 5.13 shows scatter around the
fitted polynomial curve (order 2) for P,(A) used in the reconstruction. The vertical
line denoted by A, marks the point on A axis where A = A, (HU et al., 2003). The
intervals A € [A;, A,] (see pag 4, Hu and Sonnerup (2002)) are the A valid values
in the reconstruction. The value A; is determined form the P; versus A plot shown

in Figure 5.13 as the point on the A axis beyond which the requirements that P;(A)
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Figure 5.13 - (Both panels) Reconstruction results of ACE August 12, 2000, magnetic
cloud. Plot of data P(x,0) versus A(z,0) along the x axis for the analy-
sis interval, and the fitted P;(A) function. The vertical line denoted by A,
marks the point on A axis where A = Aj. (a) Source: Hu et al. (2003). (b)
We used a program supplied by Christian Mdéstl during his PhD thesis to
reproduce this result.
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be all functions of A alone are violated. In practice, A, can be manually selected on

the graph, doing trial and error.

In Figure 5.13 (b) is plotted data P(z,0) versus A(z,0) along the x axis for the
reconstruction interval and the fitted P,(A) function (black curve). Circles are data
along the spacecraft inbound path, while stars are along the outbound path. The
fitting residues Ry = 0.06 is defined on Equation C.45 (Appendix C). The spacecraft
crosses the X point. The reconstruction scheme is done with the invariant z axis,
zs = [0.3430,0.8966, —0.2799]. The archive “ALLCASE.par” contains all information

necessary for controlling the programs, i.e. control the GS-solver program:

ACE 225 226 00
1
2
15 110 20
10.50.1

We do not explain the previous numbers, because with the program is provided help

with a PDF (see Annex B). In Figure 5.13 both panels are similar.

In Figure 5.14 (a and b) is shown the recovered cross-section of the two magnetic
clouds. The white thickened contour line is of value A = A, shown in Figure 5.13. The
black contour lines show the transverse magnetic field lines (contours of A(x,y)), and
the colors show the axial magnetic field, B,, distribution (scales given by the color
bar). White dot shows the magnetic-field maximum in the center of the magnetic
cloud best organized. In Figure 5.14(b), the yellow arrows along y = 0 denote
measured transverse magnetic field vectors, direction and magnitude measurements
at ACE (scales given by the arrow in upper left corner of magnitude 10 nT) utilized
as initial input into the numerical solver. In Figure 5.14(b) the green arrows are
residual velocities in the deHoffmann-Teller frame at ACE (scales given by the arrow
in upper left corner of magnitude 50 km/s). Therefore, a single-X point is formed

between them. Thus, the program is ready to study other MCs.
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Figure 5.14 - (Both panels) Reconstruction results of ACE August 12, 2000, magnetic
cloud. The recovered cross-section of the two magnetic clouds. a) Source:
Hu et al. (2003). (b) We used a program supplied by Christian Mostl during
his PhD thesis to reproduce this result.
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6 RESULTS AND DISCUSSION

This chapter is composed by three main parts related to the work developed. The
results and discussions are presented along the text in order to reach physical in-
terpretations. In the first part, studies on the MC identifying procedure are done.
The STE technique is the basis. In the second part, the complementary techniques
to MC characterization are considered. In those parts, all the studies have been
developed using only the IMF data according to the major purpose of this work.
Following, the example cases demonstrate the use of this methodology. In the third
part, MC events discovered in this work are studied dealing with IMF and interplan-
etary plasma data. They are indeed new results. At last, a scheme presents the MC
analysis methodology based only on the IMF data developed in this work, as well

as a complete methodology structured to examine interesting MC-candidate cases.
6.1 Part I: Results related to MC Identification

41 events present a well defined shock wave preceding the MC. For this reason,
they constitute the better cases to define a methodology of analysis to identify MC
candidates. The events are used to verify the behavior of the STE calculation in a
consistent way. The list of events is in Table A.1. For these events, the plots of the

time series of the IMF components (B,, B, and B,) are presented in Table A.2.
6.1.1 STE analysis

The STE values for the 41 MC events are shown in Figure 6.1. At the top, the STE
values calculated from the three IMF components B,, B, and B., plotted respec-
tively as “o”, “4” and “x”, corresponding to MCs. At the bottom of the figure the
same as above is shown, but for the sheath regions. The STE values of the 246 time
series were plotted in chronological order as appeared in Table A.1, column 1. Some
MCs do not have STE values close to zero in the three components simultaneously.
Then, it is possible to find components with perfect structuredness (low STE) and
absence of structure (high STE) in the same MC.

If STE values between the same components for the plasma sheath and the
cloud regions are compared (for example, B,-sheath (STE = 56%) with B,-cloud
(STE = 0%) in the event number 1) then in 5/41 (3/41) of the cases in the B,
(By, B.) component(s) the STE value in the MC is larger than the one in the sheath

respectively. These are few cases, and shows a clear tendency to decrease the STE
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Figure 6.1 - The STE values for 41 MCs from 1998 to 2003 that were presented in Table
A.1. At the top, the STE values for the three IMF components (“o” = By,
“47= By, “X"= B,) versus cases as shown in Table A.1. At bottom, the same
as to above but for the sheath regions. In the two panels without previous
transformation in the time series.

value within the cloud region in all IMF components. Someone can notice a clear
tendency of the cloud events to present STE with lowest values, close to zero, as was
noticed in Ojeda et al. (2005) and extended in this work, which is proposed as new
feature added to the usual features (BURLAGA et al., 1981) established to the MCs.

Other interesting result is that STE was zero in 20/41, 21/41, 26/41 MCs to
B,, B,, B, components respectively. The three components has zero entropy
(STE = 0%) at the same time in 17/41 MCs and 1/41 sheath. The plasma sheath
region with STE = 0% corresponds to event number 06 in Table A.1.

Figure 6.2 shows a histogram of STE derived from 6.1 for the B, component cor-
responding to MCs (in black) and plasma sheaths (in grey) regions respectively.
We have 37/41 or 90.2% of MCs with STE less than 40%. However, if we analyze
the plasma sheath, then the result is exactly opposite, we found 37/41 or 90.2% of
sheaths with STE larger than 40%. This shows the large difference between the two
regions: the sheath is a turbulent region (CHIAN; MUNOZ, 2011) where the plasma
and magnetic field typically accumulate in ahead of the MC and cause fluctuations
in the magnetic field. Thus, the time series could have more noise and therefore large

STE values. On the other hand, the magnetic configuration of a MC is described
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Figure 6.2 - A histogram of STE derived from Figure 6.1 for B, corresponding to MCs
regions (in black) and plasma sheaths regions (in grey) respectively.

by a flux-rope with cylindrical geometry where the magnetic field has slow rotation
along one day, increasing the trend and decreasing the noise and therefore the STE
values decrease. Low entropy structures were found in the SW (e.g. Neugebauer et
al. (2004)), and physically we expected to find low entropy in the cloud. But the
new result shows that large amount of MCs with STE = 0% has been found.

We did some tests with time series to explain the above results. First, if the Gaussian
noise is removed from the signal and the STE is calculated, the STE value tend to
decrease in less than 5% from its initial value. Second, when a trend is removed of
the time series through a rotation (with the angle of slope line of best fit) the STE
varies, but still the three components had STE = 0% at the same time in 17/41
MCs and 1/41 sheaths (see Figure 6.5, top panel). Third, by removing the trend
through the first order difference in time series (see Figure 6.3). After that, there
are still MCs with STE = 0%.

In Figure 6.3 the study is the same as in Figure 6.1, but we have eliminated the
trend through the first order difference in time series as mentioned in Section 5.1.
In this case, most of calculating the STE values of all three components increased
to ~ 90% in the plasma sheaths. Figure 6.4 shows a histogram of STE values in B,
component of MCs and sheaths derived from Figure 6.3. If we eliminate the trend

in the time series, then the STE value increase. Leaving now 11 of a total of 27 MCs
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Figure 6.3 - Format is the same as in Figure 6.1, but the trend was removed through the
first-order differences at the time series.

(see Figure 6.2) with STE values between 0% and 10%. Also the STE increases in
the MC region, but there are still MCs with zero STE value.

Due to a software limitation, presented earlier (Figure 5.2), we investigated the effect
of the length of the time series that have studied in Figure 6.1. Then, in Figure 6.5
(top panel), a plot of STE versus length of B, time series for all MCs are shown.
The “0” and “+4” symbols correspond to the original and transformed (removing
the Gaussian noise and “trend” through a rotation about the origin) time series
respectively. A vertical line was drawn in the point with length(B,) = 5500 points.
To the right of the vertical line, due to a software limitation (this was discussed in
the end of Section 5.1.1) the STE value is zero.

In Figure 6.5 (bottom panel) the histogram of the original or untransformed time
series helps to identify overlapping points of MC that are shown in the top panel.
Exist a total number of 17/41 MCs with zero STE values to the right of the vertical
line. These are the events 1 —4, 6—10, 13, 16, 27, 30, 33 — 35, 40 shown in Table A.1.
This is a problem because the larger MCs are just the best structured. However,
there still 9/41 MCs with zero STE values to the left of the vertical line, these are
the events 5, 12, 21, 23 — 25, 31, 32, 37 shown in Table A.1. Event No. 38 has
STE = 6% and complete the total of 27 events with STE between 0 — 10% shown
in the histogram at Figure 6.2.
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Figure 6.4 - A histogram of STE derived from Figure 6.3 for B, corresponding to MCs
regions (in black) and plasma sheaths regions (in grey) respectively.

In Figure 6.5 the STE values of the transformed time series (“4” symbol) increase
and it are different from zero in the MC with less than 5500 points. The smooth
increase of trend occur in time series of IMF in a MC and it is caused by the travel
of an organized structure in form of flux-rope, crossing the spacecraft. The trend
grows smoothly for the IMF in a MC with length less than 5500 and are the main
causes of lower STE values. Since the STE results of this tool can be affected by
the trend, this tool could be useful in computational applications to identify MC

regions but not boundaries of them.

In Figure 6.6 the study is the same as in Figure 6.5, but for the plasma sheaths
regions. The length of the sheaths have less points than the MCs, only one sheath had
more than 5500 points, the event number 6 shown in Table A.1. Both histograms at
the Figures 6.5 and 6.6 are only builded to help in the visualization of the distribution
of lengths at the top panels of it. The main result is that the STE values in the
sheaths, of the transformed time series (“+” symbol), are approximately the same
as the original (“o” symbol) time series. We conclude that the trend in the plasma

sheath is less important and STE have large values.

To study the true STE values of the MC with more than 5500 points and overcome
the software limitation, we have two options: (1) select data with other temporal

resolution (i.e., it to become poor the data information); or (2) select a MC sample
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Figure 6.5 - (top panel) STE values versus length of B, time series using 41 MCs, where
the “0” and “4” symbols corresponds to original and transformed (remove
the Gaussian noise and trend through a rotation) time series respectively. To
the right of the vertical line, larger clouds are shown, and by the software
limitation the STE values are zero. (bottom panel) The histogram helps to
identify overlapping points of MCs in the top panel.

112



80t Sheaths
d‘f@% %@-@#
< 60t +d>+@+%|-;@ C8+
L e O OO+O
5 40 © @ Pans
Ori
20} o
Ot _ _ @ _ _ 1
0 2000 4000 6000 8000 10000 12000
Length(Bz(t))
10
8t Sheaths
(”/J) 6 6. 6
s ¢ s
L 4. 4. | |4
sS40 "
pa o o
a4 11n
o SN N N U U O , , .
0 2000 4000 6000 8000 10000 12000
Length(Bz(t))

Figure 6.6 - In both panels, the format is the same as in Figure 6.5, but STE values 41
plasma sheaths are plotted. (bottom panel) The histogram helps to identify

overlapping points of sheaths in the top panel.
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Figure 6.7 - We selected MCs sample with less of 5500 points, taking the intervals between
the positions 500 until 4500 in IMF B,. (top panel) The “o” and “x” symbols
correspond to non-transform and transformed (reduced to 4001 points) time
series respectively. (bottom panel) A histogram of STE derived from top panel
corresponding to transformed (in grey) and non-transform (in black) of B,
time series.
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with less than 5500 points. We performed option 2, taking the intervals from the
positions 500 (to avoid effects caused by the identification of the boundaries) to
4500 in IMF B,. Thus, the length of the time series is reconstructed with 4001 data
points. These 17/41 cases are represented by “x” symbol are shown in Figure 6.7
(top panel); the “o” symbol represent non-transform MCs similar to 6.5. In the right
hand of the vertical line, the MCs sample (“x” symbol and 4001 data points) are
plotted in the position with same length of non-transform MCs (“0”). Only 1/17
case remains with zero STE and a total of 4/17 events remains with STE less than
11%. To make a better comparison, the histogram in the bottom panel at Figure
6.7 was built. We have 33/41 or 80.5% of MCs with STE less than 40%. Still a good
percentage (80.5%) that enables us to keep the findings of low STE in MCs.

A physical interpretation can be established as following:

It was observed during the data processing that entropy values less than 40% could
appear only in one or two of the IMF components. This has a physical explanation:
magnetic field axis of a magnetic flux-rope in a MC could have different inclinations.
Then, the trend of IMF components is larger in one plane or direction. It is advisable
to work in a reference frame found by a MVA analysis. So far, we have been seeking
the causes of the large amount of MCs with STE = 0%. During a MC, the mag-
netic field strength is higher than the average, the magnetic field direction rotates
smoothly through a large angle, then the periods with MCs present more trend in
the magnetic behavior than the periods of sheaths or quiet SW. The trend is the
principal cause of the lower STE values in MC. Also, the MCs are more structured
than sheath and quiet SW.

To demonstrate quantitatively all results that have been shown up here, a simple so-
lution for a cylindrically symmetric force-free field with constant alpha (LUNDQUIST,
1950; LUNDQUIST, 1951) was studied. Burlaga (1988) studied the above solution
to describe the types of signatures observed in the SW at 1 AU when MCs travel
through of a spacecraft. And the kinds of variations of the magnetic field direction of
the MC in the spacecraft can be reproduced by this model. Burlaga (1988) concluded
that the observed magnetic field profiles depend on the position and orientation of
the MC axis. We written the force-free model solution as Burlaga (1988):
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Magnetic Field

Figure 6.8 - The force-free model solution (axial, tangential and radial components and to-
tal magnetic field) as solved in Burlaga (1988) were plotted. Following Burlaga
(1988), we show the boundaries with two vertical lines at the points where
By =0, ie. where a- R =24 and B/By = 0.5, also a = 1.

Axial component : By = ByJo(aR),
Tangential component : By = BoHJi(aR),

Radial component : B =

0,
Total magnetic field : B = \/Bfl + BZ + B3, (6.1)

where H = +1, the sign providing the handedness of the field helicity, and where By
is an estimate of field at the axis of the cloud and R is the radial distance from the
axis, Jy and J; are the Bessel function of the first kind of order 0 and 1. In Figure 6.8
the above equations were plotted. The magnitude of the magnetic field at any instant
is B, which decreases from a maximum B,,,, on the axis of the MC to ~ 0.58,,.
at the outer boundary. Following Burlaga (1988), we show the boundaries with two

vertical line in Figure 6.8, as the points where B4 = 0, i.e. where a- R = 2.4 and
B/By = 0.5.

Time series with 2001 points inside the boundaries of the cloud shown in Figure 6.8
are constructed. On other hand, we obtained the recurrence plots of B4, By and B

respectively. After that, the STE values are calculated; with the STE of By = 27%;
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STE of By = 0%; STE of B = 25%.

Time series with 2001 points inside the boundaries of the cloud shown in Figure 6.8
are constructed. On other hand, we obtained the recurrence plots of B4, By and B
respectively. The recurrence plots of B4, Br are shown in Figures 6.9(a) and 6.9(b)
respectively. After that, the STE values are calculated; with the STE of By = 27%;
STE of By = 0%; STE of B = 25%.

Those low STE values are the physical justification of our results. If the spacecraft
crosses near the cloud axis then zero entropy values of some IMF components of the
structure are consequences of a nearly cylindrically symmetric force-free field. These
results reinforce our initial hypothesis that STE could be established as a feature
or tool to help in analysis of IMF data for the MC identification, mainly when the

only measurements obtained by satellites are the IMF.
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Figure 6.9 - RPs of the solution for a cylindrically symmetric force-free field with constant
alpha are shown. (a) Axial component. : B4 = ByJo(aR), STE = 27%. (b)
Tangential component : By = ByH J;(aR), STE = 0%.

To understand better the STE behavior, we calculate the STE values versus trends
presents in IMF data. The analysis has followed the same idea presented in Subsec-
tion 5.1.1. In Figure 5.1, we presented time series plot of Lorenz data file include
in the VRA for four differents trend angles. We mentioned earlier that MCs time
series are not stationary, there is a trend. The linear least squares fitting technique
is the simplest and most commonly applied form of linear regression and provides

a solution to the problem of finding the best fitting straight line through a set of
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points and to obtain the equation of the line. The angle # that a line makes with
the positive x axis is closely related to the slope m via the inverse tangent function

0 = tan~(m).

To illustrate the idea, a few events are considered for a quantitative result. We
applied the previous methodology to all IMF time series shown in the Figures 5.5,
5.6, 5.7, 6.19, 6.27. Thus, we separate all pairs of points formed by the trend angle
f and STE for the data.

The top panel of Figure 6.10 shows the Bx component. At the top, the plot of STE
versus 6 or trend angle where a parabola is fitted to the data; at the bottom, the cor-
responding histogram where a Gaussian distribution is fitted. The other two panels
(middle and bottom) are shown the same graphic, but to By and Bz components
respectively. At By panel, on the plot of STE versus 6, the correlation coefficient, (a
Pearson’s correlation coefficient between two time series, STE vs 6) is C' = —70.8%.
If the variables tend to go up and down in opposition, with low values of one vari-
able associated with large values of the other then the correlation coefficient will be
negative (anti-correlation), as is shown in Figure 6.10. The anti-correlation between
STE and # gives the idea that the trend in the By series is responsible for the
lowest, STE values. But the above idea is not totally true; because we have points
of STE # 0% with large trend, i.e. see the more separated points of the vertical
line. One explication to these kinds of problems can be the existence of fluctuations
in the signal. In the three figures, the histogram show the distribution of the trend
angle. Sometimes, the trend in the records for a plasma sheath region is larger than
the trend for a cloud, but the plasma sheath has rapid fluctuations that changes the
sign of the signal and the STE is not zero.

Then the STE = 0% at magnetic clouds is related to the simultaneous occurrence of
two factors: (1) the trend existing in the signal, (2) the analyzed variable has a more
ordered dynamical behavior (i.e. few fluctuations) and higher degree of correlation

between its time neighbors.

The correlation coefficient, for By, from STE versus 60 is C = —67.6% and for By
is C = —65.7%. From the three panels, it is possible to see that B, component
has largest trend compared to the others two cases. This is because By is the only
component that is not contained in ecliptic plane. The construction of the Figure
6.10 was done with 46 days of SW data. The MCs contained in these data are bipolar,
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i.e. the idealized sketch is a cylindrical magnetic flux tube which moves radially away
from the Sun (see Figure 2.6). Thus in GSE coordinates system, By, By, By are
approximately the components of maximum, intermediate and minimum variance

or trend.
6.2 Part II: Results related to the MC characterization

Initially, the persistence analysis is done to establish a preliminary categorization of
the periods in the SW related to the MC occurrences.

6.2.1 Persistence analysis on the IMF variation

The methodology that uses the persistence exponents (see section 5.1) for the group
of 41 events is generalized. Using Equation 5.5 the () values are calculated. It
values for the 41 MC events are shown in Figure 6.11(a). The three time intervals
corresponding to the sheath, the MC and after the MC with the same size of the
precedent cloud. It were plotted as “[1”, “®” and “/A” symbols respectively. The error
bar represents the standard deviation for each value. It is shows the power spectral
density (PSD) scaling exponent (3) as a self-affine fractal (1 < (8) < 2 ) but there
is not a pattern that allows the separation of MC from the other two cases; exist a
total of 18/41 events where the clouds do not have the larger values. We provided
comments in Subsection 5.1.2 about limitation of this tool, fundamentally to the

nonstationarity of the time series .

For short time series, DFA can detect the correlation length more accurately than
the PSD scaling exponent (3) (VERONESE et al., 2011). The alpha exponent is not
affect by spectral variance and leakage and is possible to use in non-stationary
time series. Figure 6.11(b) has the same format that 6.11(a), but is builded for ()
exponent using the Equation 5.6. The results show («) values between 1.0 and 1.6, in
other words, long-range persistence and some MCs with typical values of a Brownian
noise ((a) = 1.5). If we compare the (a) values between the same components for
the sheath (“007) and the MC (“®”) regions then in 38/41 cases the («) value in the
cloud is larger than the one in sheath respectively. We have some exceptions, the
events 5, 20 and 25 that shown in Table A.1. We did not stop to examine these cases
in detail, it are few for the statistics of 41 cases. Nevertheless, it is recommended
to study in the future, because we think that could be need to re-define the cloud

boundaries or there are two clouds (as the two cases, that will be discussed in this
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Figure 6.11 - In (a), the PSD scaling exponent () values versus number of events (see
Table A.1) were plotted, where (“00"), (“®”) and (“A”) symbols corresponds
to the sheath, MC and after MC regions respectively. The other panels (b), (c)
and (d) are similar to (a) but for («), (H,) and (H,) exponents respectively.
The results in the four panels show long-range persistence in IMF time series
(1< (B <2, 1< (a) <16,0.75 < (Hy) <0.95 and 0.1 < (H,) < 0.5).
A increase in the persistence exponents in the magnetic cloud regions are
shown. The persistence in IMF time series of some magnetic clouds are such
as a Brownian motion. The horizontal dashed line is a threshold derived from
Figure 6.13
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chapter).

Also, the Hurst exponent was presented in Section 5.1 as an useful methodology to
study MCs. Using the Equation 5.7, the (H,) exponents in the three regions are
calculated. Figure 6.11(c) has the same format that 6.11(a) and 6.11(b), but for
(H,) exponent. Similar to 6.11(b), the (H,) exponents have larger values in the
MC. Nevertheless, 4/41 MC (events 11, 19, 28 and 30) does not, have largest (H,)
exponents in the region of the MC. None of this cases coincide with the three events
(5, 20 and 25) when the alpha exponent is used. This draws attention to have a
certain degree of distrust in the identification of these clouds, but also suggest that
all techniques must be used together to increase the confidence level in the results.

Still in 34/41 events both exponents have largest values in the cloud region.

The last tools to use is the Hausdorff exponent (H,). To calculate the mean Hausdorff
exponents, the Equation 5.8 is used. In Figure 6.11(d), the (H,) exponents have
largest values in the MC regions, only 2/41 MC (events 10 and 28) does not have
highest (H,) exponents. Thus, this tool showed the best results.

In conclusion, the PSD scaling exponent is not a suitable tools to study persistence
in IMF components in the SW. Nevertheless, the other three exponents are suitable
to study persistence, and the exponents values has increased in the cloud region. It
means that the three exponents report the largest persistence in 33 of total 41 cloud
regions. In 80.5% of the cases studied these tools were able to separate the region

of the cloud of neighboring regions.

To make a comparison between all events, it is necessary to build a histogram. In
Figure 6.12(a), the histogram is builded from a frequency table of (3) values plotted
in Figure 6.11(a). The (5) values for the sheath, MC and after MC (AFTERMC)
regions where plotted as gray, black and white bar respectively. We see an uniformity
in the distribution of all bar between 1.5 < (8) < 1.8. For () < 1.5, we have 7/41
sheath, 2/41 MC and 15/41 AFTERMC events, while for () > 1.8 we have 3/41
sheath, 9/41 MC and 3/41 AFTERMC events respectively. Although the calculation
of (5) is not a completely reliable value but the largest values of () are in the MC

regions.

Figure 6.12(b) has the same format that 6.12(a), but for () exponent. For (o) > 1.4,
we have 6/41 sheath, 29/41 MC and 3/41 AFTERMC events respectively. So, we
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Figure 6.12 - In (a), a histogram is construct from a frequency table of () values plotted
in Figure 6.11(a). We want to have a better view of the distribution of (5)
values between the three regions. The other panels (b), (¢) and (d) are similar
to (a) but for («), (H,) and (H,) exponents respectively.

have many MCs with the largest alpha values. For 1.0 < (a) < 1.3 the number
of events by regions are 21/41 in the sheath, 3/41 in the MC and 23/41 in the
AFTERMC. In MC events, the separation of the («) values to the right corner is an
interesting result. In the Figure 6.12(c¢) and 6.12(d), approximately 30/41 MC events
have the largest values of the persistence exponents. A persistent value increase in
the MC is observed. One difficulty to study the persistence between time series is the
dimension of it (VERONESE et al., 2011). As was shown in Figure 6.6, the dimension
of the cloud is larger than the plasmas sheath. However, we can see a pattern in the
persistence values between all MC events. We believe that these results are valid,
because we know that MCs are organized structures of plasma and that creates a

certain increase of memory in the time series.

We considered a better way to view these results. Thus, the average values for each

exponent from 41 events and for each of the three regions are calculated respectively.
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The equations for calculating the average values are:

(Hujr = 3 (Hu)? (6.4)
(Hayr = > () (6.5)

with N = 41.

The calculation of the standard deviation shows, how much variation or dispersion
exists from the average. If we build a rectangular area using the mean and standard
deviation then we have a validity region where join up all exponents. Following the
above idea, the panels of Figure 6.13 were builded. In Figure 6.13(a) the black points
are ({(a)7, (6)r) in each one of three regions, from 41 events plotted in the Figures
6.11(a) and 6.11(b). For 2D graphic, filling is done in the x and y directions between
the standard deviation of the mean, and the shade rectangular regions are the set of
validations of the persistence for each regions. Thus, the graph allows a conjugate
analysis of persistence. In Figure 6.13(a), we see in ()7 axis that the MC is the
region with the largest average value. But, shade rectangular regions are overlapping.
It is not possible to separate the MC region. Still, the result is important because
we can see that persistence is large in the MCs. On the other hand, if we see the
() axis 75% of the shade rectangular regions, are not overlapping. The MCs have
(ar) values between 1.39 and 1.54. A vertical dashed line is drawn in the point 1.392.
We propose, use this value as a threshold when the alpha exponent is calculated in a
MC regions. Also, this values could be useful to create a identification methodology
of MCs as shown in Section 5.2.4.

In Figure 6.13(b) has the same format that 6.13(a) but in the y axis (H,)r was
plotted. Along (H,)r axis, the shaded rectangular region corresponding to the MC
is less overlap with other regions than seen in the previous Figure 6.13(b). Only the
MCs have (H,) values between 0.32 and 0.42. A horizontal dashed line is drawn in
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Figure 6.13 - In (a), the black points are ({a)7, (8)r) in each of three regions, of the 41
events plotted in the Figures 6.11(a) and 6.11(b). We calculate the standard
deviation of the mean for each persistence exponent that was shown in the
Equation 6.2. For 2D graphic, filling is done in the x and y directions between
the standard deviation of the mean. The filling rectangular regions are the set
of validations of the persistence for each regions, ((8); £0) vs ((a)r+o0)..
The other panels (b), (c¢) and (d) are similar to (a) but for other exponents
combinations i.e.: (b) ((Hy)r+0o) vs ((a)yr*o);(c) ((Hy)rto) vs ({a)r+
o) i(d) (Hu)r +0) vs ((Ho)r +0).

the point 0.327.

Figure 6.13(c) has the same format that 6.13(a) and 6.13(b) but in the y axis (H,)r
was plotted. Also the MCs was separated of the other two regions. And the horizontal
dashed line is drawn in the point 0.875. The regions with least overlap correspond
to the Hurst and Hausdorff exponents respectively. In Figure 6.13(d) ((H,)7 £ o)
vs ((H,)r £ o) is plotted. It is the best graphic to separate the MC of the other
two regions. The Hurst (R/S) and Hausdorff exponents respectively are good to
identified the MC regions.

With these results, we conclude that the persistence values increases in the IMF
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components inside of MCs. In this study the investigated period covers the rising
phase of solar activity (1998 — 1999), solar maximum (2000) and the early declining
phase (2001 — 2003) when defined by the yearly sunspot number. We have a variety
of MCs in five year (1998 — 2003) and the rotation of the magnetic field direction
can occur in any direction relative to the ecliptic. But there are some MCs where
identification is not completely secure. For example, Lepping et al. (1990) show a
table! with a quality factor (1 = Excellent, 2=Good, 3=Poor) when identify the MC
intervals. This methodology can help to evaluate the quality of the identification.
After identifying a MC, if their persistence exponents occupy non overlapping regions
in Figure 6.13 (panels b, ¢ and d) then the cloud was identified with good quality.
Avoid using plasma data is important in this new methodology, because sometime

it has large gaps.
6.2.2 Daubechies wavelet analysis on the IMF behavior

To illustrate, we present two case studies based on the analysis of Huttunen et al.
(2005), where we applied this methodology to analyze MC periods (events 14 and
16, Table A.1). The study is extended to a total of 41 cases shown in the table,
although the results are not presented individually here. In this section, a discussion

is done to reach an interpretation.
February 11-13, 2000 ICME event

In Figure 6.14, at the top, we show the time series of IMF B, component measured
by the ACE spacecraft at the date February 11, 23 : 23 UT-February 13, 12 :
00 UT, 2000. The data was measured in GSM coordinate system with resolution
time of 16 s. The three regions under study are separated by two vertical dashed
lines. At bottom, we show the square of the first decomposition level of wavelet
coefficients, d1, and results of Dg. The mean of wavelet coefficient Dy in time
series at plasma sheath is 0.828 nT2. The result is that the lower Dy (0.156 nT?)
corresponds to the MC.

In Table 6.1, the results of Dy for the three components of B are presented. Seen in
the figure, the MC region in the three components always have the lowest Dy value.

While the higher Dy values in all components correspond to the sheath region.

As a previously known feature, the larger amplitude of the wavelet coefficients d1

thttp://wind.nasa.gov/mfi/mag_cloud publ.html
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Figure 6.14 - At top, IMF B, (in GSM system) vs time from the ACE spacecraft with 16s
time resolution, at February 11, 23 : 23 UT-February 13, 12 : 00 UT, 2000.
At bottom, the square of the first decomposition level of wavelet coefficient
d1? vs time for the sheath region (left of the first vertical dashed line), the MC
(middle between the vertical dashed lines), and the quiet solar wind (right of
the second vertical dashed line). The lower values of Dy are noticed inside
of MC region.

are indeed associated with abrupt signal locally. From a visual inspection of data,
detections may not be an easy task; but the wavelet transform aids to find those

kinds of phenomena.

Table 6.1 - Mean D, of wavelet coefficients.

Events ‘ Ddl BJ; Ddl By Ddl Bz ‘ <Dd1>
Feb 11-13, 2000:

Sheath 0.524 | 0.814 | 0.828 | 0.722
Magnetic Cloud 0.093 0.124 0.156 | 0.124
After Magnetic | 0.177 | 0.247 | 0.319 | 0.248
Cloud

Jul 11-14, 2000:

Sheath 0.279 | 0.270 | 0.625 | 0.391
Magnetic Cloud 0.016 0.032 0.042 | 0.030
After Magnetic | 0.233 | 0.230 | 0.458 | 0.307
Cloud
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July 11-14, 2000 ICME event

In Figure 6.15, a similar study is done. At top, we show the time series of IMF
B. component measured by ACE spacecraft at the date July 11, 11 : 22 UT-July
14, 05 : 00 UT, 2000. The three regions under study are separated by two vertical
dashed lines. At bottom, the square of first decomposition level of wavelet coefficient

d1? vs time is plotted.
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Figure 6.15 - At top, IMF B, (in GSM system) vs time from the ACE spacecraft with
16s time resolution, at July 11, 11 : 22 UT-July 14, 05 : 00 UT, 2000. At
bottom, the square of the first decomposition level of wavelet coefficient d1?
vs time for the sheath region (left of the first vertical dashed line), the MC
(middle between the vertical dashed lines), and the quiet solar wind (right of
the second vertical dashed line). The high amplitude of d1? inside the third
region (After MC) is because arrived other event. The lower values of Dy is
noticed inside of MC region.

The statistical mean of the wavelet coefficient Dy in the sheath region is 0.625nT2.
Again the lower Dg; (0.042nT?) corresponds to the MC region; and the higher Dy
(0.625 nT?) corresponds to the sheath region. The higher amplitude of d1? inside
the third region (After MC) is due to the arrival of other event (event 17 in Table
Al).

Related to this case, the results of Dy for the three components of B are presented
in Table 6.1. Also seen in the earlier figure, the MC region in the three components
always have the lowest D, value. While the higher Dy value in all components

correspond to the sheath region.
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It can be noticed the tendency of the MC events to have lower values of Dy in
comparison with the processes of the other regions. This feature is clear identified
using this approach, that can be added to the usual features (BURLAGA et al., 1981)
established earlier to the MCs. Also, we found higher Dy values in the sheath. The
higher amplitudes of the wavelet coefficients indicate singularity patterns which are

identified in the sheath region (see top panel on Figures 6.14 and 6.15).
41 ICMEs events

Aiming to a conclusive analysis, the calculations of D, for the three IMF compo-
nents are done for the other cases of Table A.1. The procedure is the same of the

case studies.

0 10 20 30 40
Cases
Figure 6.16 - The (Dg;) values versus number of events were plotted, where (“007), (“®”)
and (“A”) symbols corresponds to the sheath, MC and after MC regions

respectively. The y axis is plot with a logarithmic scale, because is best to
visualization.

In Figure 6.16, the (D) values versus number of events were plotted, where (“[J”),
(“®”) and (“A”) symbols corresponds respectively to the sheath, MC and after MC
regions. We can compare the (D) values of the three regions for every events. The
(Dg1) values are largest in the sheath region in 35/41 = 85.4% events. This does
not occur in the events numbered as 4, 5, 6, 13, 24, 34 in Table A.1, where the
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largest values are found in the “After MC” regions. The explanation is that after
MCs as shown in Figure 6.15, there may be an arrival of a shock or an ICMEs.
However, the magnetic field fluctuation in the sheath is always larger than one in
the cloud that follows. On the other hand, the magnetic field fluctuation in some
MC regions (events numbered as 9, 19, 17, 20, 21, 31, 41) is larger than one in the
solar wind that follows. The goal is to test the usefulness of this wavelet technique
to study fluctuations in the SW data, with details like the few untypical MCs not

yet investigated in order to explore any intrinsic physical process.

Figure 6.17 shows a histogram constructed from the occurrence frequencies of the
(Dgy1) values. The (Dg;) values for the sheath, MC and after MC regions are plotted
respectively as gray, black and white bins. In this figure, 63.4% of the MCs are
located in the first two sets of bars on the left, while there are 4.9% and 24.4%
of the sheaths and after MC regions respectively. The wavelet coefficients are low
in some sheath regions. That means that, if an ICME is not moving faster than
the surrounding SW (KLEIN; BURLAGA, 1982; ZHANG; BURLAGA, 1988; BURLAGA,

1988), the sheath region does not present a very corrugated feature in the magnetic
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field. In principle, the identification by visual inspection could be more difficult to
be done under this conditions. Conversely, in the last four sets of bars we have
75.6% of the sheaths and only 12.2% of the MCs regions. The results showed in the
two previous case studies are confirmed: the bigger amplitudes of the magnetic field

fluctuations are in the sheath, and the lower ones are during the MC.

As in Table 6.1, the higher Dy, values are found in B, component for every regions.
By direct visual inspection, the most of the time, this detection is not possible.
However, the wavelet transform allows finding this phenomenon easily. The B, com-
ponent is very important in the magnetic reconnection at Earth’s magnetopause. An
open question could be recalled: how important are the fluctuations for the geoeffec-
tiveness? We think that this is an important example of application of this technique
in order to evaluate the solar wind fluctuation. Also, the wavelet coefficients can help

to obtain a better visualization of the shock and to identify the initial border of the
MC.

The wavelet coefficients recover the expected behaviors of the physical processes
underlying in the magnetic records. This is understandable, because the MC has a
geometric structure in form of flux-rope, unlike the sheath region and the “quiet”
SW. The sheath is naturally a turbulent region, presenting many fluctuations in the
IMF values with large Dy values. A smoother magnetic field are the cause of the
low values of Dy in the MCs regions. The SW after the MC can present an extended
quiet behavior, or an increasing of random characteristics, or even turbulences from
an arrival event, e.g., the events 16 and 20. The existence of MCs with large values
of the wavelet coefficients was unexpected in this study. We have five MCs with this

feature, and further they will deserve specific studies.

If this technique is applied to a large dataset IMF, the wavelet coefficients could
be also large in other regions in which there are no ICMEs. On other hand, the
wavelet coefficients are relatively lower in quiet SW regions. Although it does not
allow identifying clouds automatically, it is an useful tool for experts. Because, this
technique can be used as auxiliary tools to find cloud boundaries, when, for example,
the minimum variance analysis (MVA) is used. In fact, we have used for this purpose.
In our opinion, the presentation of this tool for the Space Physics Community is
the most important result of this subsection. The technique could “open doors” for
other applications. For example, we speculate that it might be useful to study Alfvén

waves, because, with them, fluctuations in the SW with different pseudo-frequencies
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can be investigated.
Application to identify the shock and leader edge of ICME

Now, this study considers the events of MCs not associated with shock waves, pre-
sented in Table A.4 (see event 3).

With illustration purpose, a case study is presented for the date June 24, 12 : 00 UT-
June 25, 16 : 00 UT, 1998. The criteria to select the data interval after the MC are
the same used previously. The duration time in regions at 41 sheath is less than one
day, then a region with this equivalent duration from the initial time of the cloud
is chosen. In Figure 6.18, the above interval at the date June 23, 12 : 00 UT-June
26, 16 : 00 UT', 1998 is shown. Each panel presents, from top to bottom, the B,, B,,
and B, component time series respectively. At the bottom of the respective panels,
the square of the first decomposition level of wavelet coefficients, d1, versus time is
plotted. The two vertical dashed lines correspond with the MC region delimitations
identified by Huttunen et al. (2005). The wavelet coefficients permit doing a zoom
in in the fluctuations of magnetic components. As large amplitudes inside the initial
border of MC is observed, then we think that this boundary should be redefined.
Thus, the leader edge at date June 24, 16 : 32 UT 1998 is redefined. The second

vertical thick line corresponds with the above data.

Also, wavelet coefficients could be used to identify shock waves. However, the confir-
mation on the type of electrodynamical discontinuity implies the use of plasma data.
So, a probable discontinuity at date June 24, 04 : 00 UT 1998 is identified. Thus,
with help of SW plasma parameters, an interplanetary shock can be associated to

this event. The first vertical thick line corresponds with its location.

In Figure 6.18 (all panels), the Dy values in each regions are shown. We found
higher Dy, values in the sheath while the lower values correspond to cloud region.

The results related to this part are consistent with the earlier results.

In conclusion, this methodology has a practical application. Maybe other applica-
tions for Space Physics Community uses will be found, mainly taking into account

fluctuations that occur in several frequency ranges.
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Figure 6.18 - (top panel) At top, IMF B, (in GSM system) vs time from the ACE
spacecraft with 16 s time resolution, at date June 23, 12 : 00 UT-June
26, 16 : 00 UT, 1998; at bottom, the square of the first decomposition level
of wavelet coefficient d1? vs time. Also, the other two components must be

analyzed, as is shown in the middle and bottom panels.
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Figure 6.19 - It is plotted the IE as a function of the time, October 08 — 17, 2000, but the
three vertical lines correspond with the event enumerated as 24 at Table A.1.
The format is the same as in Figure 5.5.

6.3 Example of methodology applications

From the 41 MCs studied in previous section, the decreasing of STE inside the
MC in relation to the sheath region can be noticed. The IE index helps to identify
MC candidates. Adding resources to this identification, the persistence exponents
have an increase inside of MC that could be useful to identify these events. Also,
the IMF behavior identified by wavelet coefficients as whether more quiescent or
less quiescent signal helps to evaluate the MC region. After the identification of
MC regions, the MVA method could be used to identify the boundaries in a more
precise manner. The proposed methodology confirms to be very useful to identify

the magnetic clouds as illustrated by the applications.
Identification of MC event at 07-08 October 2000

We select several events that were presented in Table A.1 to prove that the entropy
index is a tool capable of identifying MCs. During the above test, we had the luck to
found a MC. We begin to do a study in more details of the STE variations with some
days before and after the event enumerated as 24 at Table A.1. The time series of
the magnetic components B, and B, for MC have zero STE (see, Figure 6.1 event
enumerated as 24) but B, has nonzero STE. We selected data windows of 2500
records moving forward as 200 records until the end of the time series. In each

temporal window the STE for B,, B, and B, were calculated.

A study is done on the period including the 2000 October 12 — 14 event (presented
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in Table A.1). The extended 10-day interval is informed in Table A.6. In Figure 6.19,
with different lines (dotted line = z, dashed line = y, continuous thin line = z) the
STE values for each components as function of time are plotted. The black thick
curve represents the IE calculated along the analyzed period. The MC around Octo-
ber 14 is plotted with three vertical dashed lines (the shock and cloud boundaries).
The properties of this cloud are described by Huttunen et al. (2005): the MVA
method gives \y/A3 =4, x = 62° and (¢¢, 0c) = (33°,—25°), this bipolar MC has
a flux-rope type NES and the observed angular variation of magnetic field is right-
handed. During the passage of this MC, the B,, B, components have STE = 0%
approximately in the first half of it, and the IE detects the presence of this MC. As
expected, the STE method has once again demonstrated as useful and capable of

producing valid results.

However, on October 8, the B,, B, components have STE value almost zero
(STE™ = 12% and STE]"™™ = 4%). At this date, the presence of ICME was
not reported. But a small magnetic structure where the field had a smooth variation
can be noticed. The IE detects those kinds of small structures that are unnoticed in

most of the studies.

Also, the persistence indices to identify the region of a MC can be used. Thus,
in the Figure 6.20 shows the plot of the four persistences indices in the form as
was explain in Subsection 5.2.4. The threshold is exceeded by the four indices at
the same time only inside of the two MCs that shown in the Figure 6.20. With
the idea of studying the magnetic field fluctuations, we also use the wavelet index
(WI = (Dg1)) methodology explained in Subsection 5.2.5. In the Figure 6.21, we
show the Dy (red = x, green = y, blue = z) values as a function of the time for times
series of IMF' B,, B, and B, components in the SW. The WI is plotted by a black
thick curve. Exist a decreasing in the cloud region, but it is not sufficient to identify
the MC. The WI is plotted, because we want to compare the relationship between

magnetic field fluctuations with the entropy and the persistence respectively.

The correlation between IE, (), (o), (Hu), (H,) and W1 as form of correlation
matrix were represented in the Table 6.2. The six indices are show in Figures 6.19,
6.20 and 6.21 respectively. As expected, exist a large anti-correlation between the
persistence indices and the TE. However WI has low relationship with the other five
index. Thus the solar wind intervals with large fluctuation has low memory and

more randomness respectively.

135



2.2
20} |
1.8F. i
« 1.6}
1.4
1.2
1.0

Oct 09 Oct 10 Oct 11 Oct 12 Oct 13 Oct 14 Oct 15 Oct 16 Oct 17
2000

Oct 09 Oct 10 Oct 11 Oct 12 Oct 13 Oct 14 Oct 15 Oct 16 Oct 17
2000

0.90F A
0.85

Hu

0.80F |

0.75

Oct 09 Oct 10 Oct 11 Oct 12 Oct 13 Oct 14 Oct 15 Oct 16 Oct 17
2000

(d)

Figure 6.20 - Persistence exponents as a function of the time from B,, By and B.. In
the four panels, the calculation of exponent in the components are shown
as: red = x, green = y, blue = z; the black thick curve represents the
persistence indices calculated over the analyzed period. The shock, the start
and end of the MC are represented by three vertical dotted lines. In all panels,
the horizontal dotted line is the threshold value taken of the Figure 6.11(b).
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Figure 6.21 - We shows Dy values as a function of the time for times series of IMF B, B,
and B, components in the solar wind. Dg; values for B,, By, and B, are
plotted with red dotted line, green dashed line, and blue continuum line
respectively. The thick curve represents the Wavelet index (WT) calculated
over the analyzed period.

Table 6.2 - Table in form of correlation matrix between the six studied tools that shown
in Figures 6.19, 6.20 and 6.21 respectively.

IE (B) (o) (H.) (H,) WI
IE | 100

(8) | =85 100

(@) | —94 88 100

(H,) | -87 81 87 100

(H)) | -93 8 95 79 100

WI | 41 —38 —38 —30 —42 100

The previous tools are not used to identify the boundaries of the MC. The combina-
tion between analysis of plasma data with the MVA method can be use to identified

the boundaries. This methodology was explained in Subsection 5.2.3.

To identify MC boundaries, a combination between analysis of plasma data with
the MVA method is usually applied. The data was measured by ACE from October
07 to 09, 2000 with 1 hour time resolution. So, Figure 6.22 is composed by six
panels: (top panels) magnetic field strength and polar (By,;) angles of the magnetic
field vector in GSE coordinate system; (middle panels) azimuthal (By,,,) angle and
plasma beta; (bottom panels) maximum and minimum variance planes respectively.
The plasma beta minimum value was 3, = 2.7 x 103 on 07 October at 23 : 00 UT.

We used the magnetic field rotation confined to one plane, the plane of maximum
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variance (B;By) to find the boundaries of the cloud, the dates were written in
Table 6.3.

Table 6.3 - Magnetic cloud from 07 — 08 October 2000.

Year Shock MC, start MC, stop
2000 07 Oct, 09 : 00 07 Oct, 22: 00 08 Oct, 17 : 00

In all panels of Figure 6.22, the first vertical line indicates the shock, and the
other two vertical lines indicate MC interval. The MVA method gives the eigen-
value ratio Ap/A3 = 47.5, the angle between the first and the last magnetic field
vectors x = 148.4°, the orientation of the axis (¢¢, 0c) = (113.8°,7°), the direction
of minimum variance (@in, Omin) = (22°,—10°) and eigenvalues [A;, Ao, A3] =
[124.6, 41.8, 0.9]. This MC has a flux-rope type SEN as can be seen in the Fig-
ure 6.22, right top panel and left middle panel respectively. The observed angular
variation of the magnetic field is left-handed. A MC event has been characterized.
The entropy method demonstrates its usefulness, and its capable of producing new

results (or, at least, interesting cases for studies).
Identification of MC event at 05-06 April 2010

On April 03, 2010, the Sun launched a cloud of material, known as a coronal mass
ejection (CME), in a direction that reached the Earth. This CME was very fast with
a speed of at least 800 km/s. The bulk of the CME passed south of Earth, but a
piece of it hit the Earth’s magnetosphere on April 05, causing a geomagnetic storm
(Dstyin = —73 nT on 06 April at 15 : 00 UT).

This event was very recent and we wanted to use the technique to verify any pos-
sible MC occurrence. The ACE Magnetic Field Experiment data in level 2 (ver-
ified) were not available in April 2010 when the data were processed (April-May
2010). It was only possible to obtain such data for 16 second average IMF in RTN
or GSE coordinates via anonymous ftp, from Caltech (ftp://mussel.srl.caltech.edu
/pub/ace/browse/ MAG16sec). For this reason, in Figure 6.23, the STE values are
calculated using data in GSE coordinates. It is not a problem, because the choice
of the coordinate system, i.e, GSE, GSM or RTN, does not affect this methodology
for this study.
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Figure 6.23 - It is plotted the IE as a function of the time for April 01 — 11, 2010. The
shock and the MC boundaries are shown with three vertical lines, those dates
were identified in this work. The format is the same as in Figure 5.5. The
thick curve represents the IE calculated over the analyzed period. The MC
is identified.

In the figure, STE values for the three IMF components are shown (B, =
dotted line, B, = dashed line and B, = continuous thin line). The thick curve rep-
resents the TE. We find minimum values of STE = 1% to B, on 05 April at
21 : 33 : 20 and 22 : 26 : 40 UT. The B, and B, components had STE values
less than 10% on 05 April from 18 : 00 : 00 to 18 : 53 : 20 UT respectively. Then,
the TE has a minimum value less than 1% on day 05 from 18 : 00 : 00 to 23 : 20 : 00
UT. Thus the IE detects a structure with characteristics of a MC candidate.

The four persistence exponents are shown in Figure 6.24. In the four panels of Figure
6.24, the increase of persistence occur around of April 6, which does not happen in
other intervals of time. As the a—index ({«)) does not exceed the threshold, we
think that the quality of the identification is not the best.

The WI is shown in the Figure 6.25. The largest WI values are at April 05, from
08 : 00 to 15 : 00 2010. This region could be the plasma sheath of the ICMEs. After

that, the index has a rapidly decrease and may be the cloud region.

The six indices that are shown in the Figures 6.23, 6.24 and 6.25 were joined to
calculate a correlation matrix as shows Table 6.4. The results are similar to those
already discussed in Table 6.2. The four persistence indices have good correlations

between them and with the IE (good-anticorrelation).
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Figure 6.24 - Are shown values of persistence exponents, 3, a, Hy,, H, on 01 — 11 Oc-
tober, 2010 as a function of the time for times series of IMF compo-
nents ((8, «, H,, H,) in: B, = Red,B;, = Green and B, = Blue)
in the solar wind. The thick curve represents the Persistence Indices
((B), (), (Hy), (Hg)) calculated over the analyzed period.

141



X
' . AN "
: ! >
: . J )
N :
. W o
' V!
. HoJ
F]

Apr 02 Apr 03 Apr 04 Apr 05 Apr 06 Apr 07 Apr 08 Apr 09 Apr 10
2010

Figure 6.25 - We shows Dy values as a function of the time for times series of IMF B, B,
and B, components in the SW. Dy, values for B, By, and B, are plotted with
red dotted line, green dashed line, and blue continuum line respectively. The
thick curve represents the wavelet index (WI) calculated over the analyzed
period.

Table 6.4 - Table in form of correlation matrix between the six studied tools that shown
in Figures 6.23, 6.24 and 6.25 respectively.

B (B) (o) (H.) (Ho) WI
TE | 100

(B) | =71 100

(o) | -89 84 100

(H,) | -82 70 82 100

(Hy) | —88 79 93 72 100

WI | 22 —31 —38 —23 —40 100

Up here, we think that exists a MC inside of this ICMEs. The methodology imple-
mented in this work has identified a region with characteristic of MC in the magnetic
field data. Using the earlier treatments, the boundaries found for the cloud-candidate

is delimited in the data shown in Figure 6.26.

In Figure 6.26, the data were measured by ACE from April 01 to 11, 2010 with 1 A
time resolution. The Figure has been composed by six panels: (top panels) magnetic
field strength and polar (B,) angles of the magnetic field vector in GSE coordinate
system; (middle panels) azimuthal angle (Bj,,,) and plasma beta; (bottom panels)
planes of maximum and minimum variance respectively. On 05 April 2010, at 07 : 00
UT, the proton density N, = 2.8 cm™*, proton temperature 7, = 2.4 x 10° K, ratio
of alphas/protons = 7 x 1072, proton speed V,, = 564.5 km/s, magnetic field
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Figure 6.26 - The solar wind windows has been observed by ACE from April 01 to 10,
2010, in GSE coordinates system and with 1 A time resolution.

magnitude B = 5.2 nT and plasma beta 3, = 0.9. One hour later, some parameters
have a change N, = 7.98 ¢cm™3, T, = 5.5 x 10° K, alphas/protons = 1.7 1072,
V, =724.8 km/s, B=10.9 nT and 5, = 1.3. It is easy to identify a shock because
the velocity, density and magnetic field magnitude increase abruptly, and we believe
that is related to the arrival of an event at ACE. Eight hours latter than the time
of the shock, at 16 : 00 UT, the plasma beta decreases to 8, = 3.2 x 1072, and it is
the start of the MC.

The plasma beta minimum value were 3, = 8.8 x 1073 on 06 April at 12 : 00 UT. We
have used the magnetic field rotation confined to one plane, the maximum variance
plane (B;B;), to find the boundaries of the MC. In Table 6.5, the dates are shown.
The minimum variance plane (B; B}) has a problem, because the plot is not in B} =

0 (there is an off set), and we report this MC as a mean quality in the identification.
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Table 6.5 - Magnetic cloud from 05 — 06 April 2010.

Year Shock MC, start MC, stop
2010 05 Apr, 07 :00 05 Apr, 16 : 00 06 Apr, 14 : 00

Thus, in all panels of Figure 6.26, the first vertical line indicates the shock, and the
other two vertical lines show the MC interval. The MVA method gives the eigenvalue
ratio Ay /A3 = 16, the angle between the first and the last magnetic field vectors y =
48°, the orientation of the axis (¢¢, 0c) = (33°,—32.6°), the direction of minimum
variance (@min, Omin) = (129°,9°) and eigenvalues [A;, Ao, A3] = [16.8, 3.6, 0.2].
This MC has a flux-rope type NWS as can be seen in Figures 6.26, right top panel
and left middle panel, respectively. The observed angular variation of the magnetic

field is left-handed. With proposed methodology we were able to identify a new MC.

By means of calculating of STE of magnetic structures, evaluated by an IE, the
methodology proposed here allows identifying MC candidates, as well as unraveling
some of them that present interesting features to further studies. The use of an easy
computational technique to identify MC candidates seems better than performing
an exhausting visual inspection of the data to find the candidates, as done with
courage in many studies. Although there are other identification methodologies,
other advantage of IE methodology is to deal only with the IMF data. At last, an
emphasis should be done by us: this methodology is only an auxiliary identification
tool, to be added to the others.

6.4 Part III: MC event analyses

Along the efforts to obtain a methodology, some appealing events have been discov-
ered. Selected among them, two events are examined here in a more complete way
to exemplify new results reached after the use of our methodology. It represents a
result beyond the initial goal of this work. They are: (a) magnetic clouds in an elec-
trodynamical coupling, and (b) a MC event presenting a controversial interpretation

in the literature.

6.4.1 Identification of a magnetic clouds with double rotations observed
by the ACE spacecraft

The event of August 19 — 20, 1998 (Table A.5), is shown in the right panel of
Figure 2 in the paper of Huttunen et al. (2005). Also, this MC was published by
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NASA (http://wind.nasa.gov/mfi/mag_cloud_publ.html), and also reported in the
work of Cane and Richardson (2003). In those analyses, the MC is reported as a
single flux-rope, (e.g. Cane and Richardson (2003)) detected one ICME classified as
MC from August 19, 18 : 47 to August 21, 20 : 00, 1998, where Vicpp = 300 km/s,
Vinaz = 340 km/s, and B = 14 nT. Huttunen et al. (2005) used the MVA method,
and the eigenvalue ratio Ay /A3 = 30, the angle between the first and the last magnetic
field vectors xy = 177° and (¢¢, 0c) = (113°, —16°) are calculated. They reported the
MC as bipolar cloud with a flux-rope type SWN and the observed angular variation
of the magnetic field is right-handed. They calculated values using data with 1 A
of time resolution, now 5 min is used. The observed SN-type MC had B, < 0 for
about eleven hours, with values of less than —10 n7'. In the plasma sheath was
observed B, < 0 for more than seven hours and values close to B, = —11 nT. The
Dst index shows two geomagnetic storms, the first with Dst,,;, = —42 nT caused
by the plasma sheath, and the second with Dst,,;, = —67 nT" caused by the MC
(HUTTUNEN et al., 2005).

Initially, our motivation is test IE in a ten-day time window to verify if we can
identify the mentioned MC. We select the period from August 15 to 24, 1998, as
shown in Table A.6. The magnetic field data (B, = Red, B, = Green, B, = Blue)
with time resolution of 16 s in GSM coordinates system are shown in Figure 6.27,
at the top panel. Time data intervals of 2500 records moving forward as time steps
of 200 records till the end of the time series are selected. Using the 2500-record

intervals, the IE is calculated for each step.

In Figure 6.27, bottom panel, values of STE on 15 — 24 August, 1998 are
shown as a function of time for time series of IMF components (STE in: B, =
red dotted line, B, = green dashed line and B, = blue continuous thin line) in the
SW. The thick curve represents the IE calculated along the analyzed period. In
Figure 6.27, the first, second, and third vertical dotted lines represent respectively
the shock, the start, and end of the MC (designated by us as MC2) reported by
Huttunen et al. (2005) (see event in Table A.5). Figure 6.27 shows that the B,, B,
components have zero STE value during the plasma sheath of the MC, approxi-
mately at the end half of it. After that, approximately in the center of the MC2,
the three components (B,, B,, B,) have zero STE values. Thus, the IE is zero at
the end of the sheath and again within the MC. We think that, maybe, there are

two MCs, one after the other, because, so far, the I[E was never zero outside of the
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Figure 6.27 - (to panel) The magnetic field data (B, = Red, By = Green, B, = Blue) with
time resolution of 16 s in GSM coordinates system are shown. (bottom panel)
Are shown values of Spatio-Temporal Entropy on 15 — 24 August, 1998 as
a function of the time for times series of IMF components (STE in: B, =
red dotted line, B, = green dashed line and B, = blue continuous thin line)
in the solar wind. The thick curve represents the IE calculated over the
analyzed period. The shock of the ICMEs, the start and end of the MC2 are
represented by three vertical lines as is shown in Table A.5. We identify the
first MC (MC1), the start and end of it are represented by two vertical lines
according to the identification that was done.
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cloud regions. The lower values of IE on August 15 is caused because the data has

gaps and we done a linear interpolation.
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Figure 6.28 - Are shown values of average wavelet coefficients on 15 — 25 August, 1998
as a function of the time for times series of IMF components (Dg; in:
B, = Red, By = Green and B, = Blue) in the solar wind. The thick curve
represents the WI calculated overall interval.

We decided show the WI to clarify the doubts about the existence of a MC inside
the plasma sheath. In the Figure 6.28 are shown values of average wavelet coeffi-
cients on 15 — 25 August, 1998 as a function of the time for times series of IMF
components (Dy; in: B, = Red, B, = Green and B, = Blue) in the SW. The thick
curve represents the WI calculated overall interval. The WI is large between the
end of plasma sheath and the start of the MC for the 20th of August. The WI is
increased in this region and it had not been observed in the other studied cases, i.e.
Figures 5.12(a), 5.12(b), 5.12(c), 6.21 and 6.25. We believe that this region is being

compressed between two flux-tubes and it is the cause of the large IMF fluctuations.

We continued to test the other tools. In Figure 6.29 are shown values of persis-
tence exponents, 3, «, H,, H, on 15 — 25 August, 1998 as a function of the
time for times series of IMF components ((3, «, H,, H,) in: B, = Red, B, =
Green and B, = Blue) in the SW. The thick curve represents the persistence in-
dices ((B), (a), (H,), (H,)). Not taking into account the day 15th due to the data
gaps, then the Hurst ((H,)) and Hausdorff ((H,)) indices respectively, exceed the
threshold only in the plasma sheath and in the cloud region, both regions identified
in the work of Huttunen et al. (2005). The others two persistence indices do not ex-

ceed the threshold in the sheath but increase the persistence value in it. The results
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Figure 6.29 - Are shown values of persistence exponents, 3, o, H,, H, on 15 — 25 Au-
gust, 1998 as a function of the time for times series of IMF components
(8, o, H,, H,) in: B, = Red, B, = Green and B, = Blue) in the SW.
The thick curve represents the persistence indices ((8), («a), (Hy), (Ha))
calculated overall interval.

148



are not sufficient to identify another cloud in the plasma sheath, but it are not as

clear as to conclude that there is not a MC.
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Figure 6.30 - The plot, obtained from OMNI data set in CDAWeb
(http://cdaweb.gsfc.nasa.gov/istp__public/), are based on 5-min aver-
aged ACE data in August 19-22; 1998 in GSE. The shock of the ICMEs,
the start and end of the MC2 are represented by three vertical lines as is
shown in Table A.5. We identify the first MC (MC1), the start and end of it
are represented by two vertical lines according to the identification that was
done.

The exact boundaries of the two MCs are found using plasma data and MVA method
respectively. Figure 6.30 is composed by six panels: (top panels) magnetic field
strength and polar (By,) angle of the magnetic field vector in GSE coordinate sys-
tem; (middle panels) azimuthal (By,,,) angle and plasma beta; (bottom panels) total
velocity and temperature. On 19 August 1998, at 02 : 00 UT, the parameters were:
proton density N, = 3.57 cm ™3, the proton temperature T, = 7.31%10* K, the ratio
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of alphas/protons = 4.5 % 1073, the proton speed V,, = 333.9 km/s, magnetic field
magnitude B = 2.4 nT and plasma beta 3, = 1.6. One hour later some parameters
have a change to N, = 3.98 cm™3, T, = 7.1 % 10* K, alphas/protons = 6.1 % 1073,
V, =331.1 km/s, B=0.57 nT and 3, = 29.8.
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Figure 6.31 - In the panels are shown the magnetic hodograms for two magnetic clouds:
(top panels) the first MC or MC1 was observed from August 19 — 20 10 :
00—04 : 00, 1998 while (bottom panels) the second MC or MC2 was observed
from August 20 — 21 09 : 00 — 18 : 00, 1998. The magnetic field rotation
confined to one plane, the plane of maximum (B;By) and minimum (ByB7)
variance are used to find the boundaries of the two clouds.

It is very difficult to identify a shock, but the plasma beta increased abruptly and
we believe it was related to the arrival of an event. Two hours later, at 05 : 00
UT, the plasma beta decreased to 8, = 0.58. The plasma beta minimum value was
B, ="7.8+10"? at 21 : 00 UT, where there was a maximum magnetic field magnitude
of B =13.3 nT. It is very difficult to detect the two MCs when a visual inspection
of the data is performed. Someone could make a mistake in the interpretation of the
cloud, and consider it as part of the plasma sheath of the other MC. To deal with
the above hypothesis, we apply, with success, the same method (MVA) explained
in Huttunen et al. (2005). The magnetic field rotation confined to one plane, the
plane of maximum (B;B;) and minimum (B;B}) variance (see the two top panels
of Figure 6.31) to find the boundaries of the first cloud (designated by us as MC1)

150



are used. In the two bottom panels of the Figure 6.31, the magnetic hodograms are

shown for the second magnetic cloud or MC2.

Finally, we identify a bipolar MC observed by ACE from August 19, 10 : 00 UT
to August 20, 04 : 00 UT. This MC has a flux-rope type SEN and the observed
angular variation of the magnetic field is left-handed. The MVA method gives to
MC1 Ay/A3 = 10.37, x = 111.96°, (¢¢,0c) = (118.35°, —38.98°), the direction of
minimum variance (@min, Omin) = (32.60°,—5.23°) and eigenvalues [A;, Ay, A3] =
[21.00, 19.51, 1.88]. In Table 6.6, we show the date of the two MCs, the time between
the first and second MC is 5 h (sheath of the second MC). The results derived of
MVA method described by Huttunen and collaborators are shown in Table 6.6.

The minimum speed in the first MC (MC1) was V,,; = 272.9 km/sat 15: 00 UT, and
in the beginning of the second MC (MC2) the maximum speed was V,» = 346.1 km/s
one day later, at 05 : 00 UT. Then, V5 > V,;, and the two events are very close to
each other. Probably, there are other similar cases, where a MC was misunderstood
and confused within the plasma sheath of the following prominent MC. The IE can
help to identify the MCs in such kinds of cases and find the boundary of MC with
MVA method. The IE is zero after the cloud (MC1) due to the adjustment in the

time window for calculating the STE, and because this cloud is small.

We can see some properties in the interaction region (or contact region) between
these two MC, maybe there are magnetic reconnection. In Figure 6.30, the absolute
value of the magnetic field (B (nT)) decreases in the contact region. Also, the
absolute value of the velocity (V' (km/s)) decreases in the contact region as shown
in Figure 6.30, left bottom panel. Such pairs of oppositely coupled changes in V and
B provide observational support for magnetic reconnection exhausts in bifurcated
current sheets in the SW (CHIAN; MUNOZ, 2011). The modulus of the magnetic field
|B| in the Figure 6.30 (left top panel) is similar to that found in the vicinity of
the magnetic boundary layer (MCBL), shown in Figure 2.7(a) at work of Chian
and Munoz (2011). They identified two current sheets in those boundaries. This
signature is readily seen, and there are other important properties that reinforce the

hypothesis of the magnetic reconnection in this region.

The magnetic field between two flux ropes with the same polarity may have opposite
magnetic field. We can see in the Table 6.6, the first MC or MC1 has flux rope type
SEN while MC2 has SWN, the magnetic field are opposite (N-S) in the interaction
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Table 6.6 - Summary of results to MVA method (first part, rows 1-12) and Grad Shafranov
reconstruction techniques (second part, rows 14-18) for two MCs. We show: (z;)
the eigenvectors of the magnetic variance matrix; (A;) the corresponding eigen-
values; (A2/)\3) the eigenvalue ratio; (¢¢, 0c) MC axis orientation (longitudinal
and latitudinal angles); (@min, Omin) the direction of minimum variance; (x) the
angle between the first and the last magnetic field vectors; (Type) inferred flux-
rope type; (CH) handedness of the cloud (LH=left-handed, RH=right-handed);
(Virr) deHoffman-Teller(HT) frame velocity; (ccq) HT correlation coefficient;
(slopegy;) slope of the linear fit in deHoffman-Teller(HT) frame; (ccay—waien)
Walén correlation coefficient; (slopeqyi—waien) slope of the linear fit in the Walén
analysis.

August, 1998

Parameters MC1 (19 — 20, 10: 00 — 04 : 00) MC2 (20 — 21, 09 : 00 — 18 : 00)

MVA
21, B} (—0.40,0.49,0.77) (—0.45,—0.03,0.89)
&, B} (0.37,—0.68, 0.63) (0.44, —0.88,0.19)
i3, B (0.84,0.54,0.09) (0.78,0.48,0.41)
[A1, A2, As) [21.00, 19.51, 1.88] [97.20, 24.69, 0.96]
Ao/ A3 10.37 25.81
oc 118.35 116.88
Oc —38.98 —10.93
OMin 32.60 31.80
Orrin —5.23 —23.95
X 111.96 155.61
Type SEN SWN
CH LH RH
Grad-Shafranov
Var (—319.72; —2.45;10.65)km/ s (—310.44, —2.94; —16.15)km/s
CCall 0.998 0.999
slopean 1.008 1.008
CCull—W alen —0.263 —0.256
slopeall,Walen —0.165 —0.064
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region. The WI can be detected the discontinuity in this contact region, i.e. it has
large values there. The magnetic field has a jump in a short time interval to move
from N(W) to S(E) or from S(E) to N(W). The WI becomes a tool for finding
reconnection signatures in interaction regions between flux-ropes. That does not

mean that other tools should not be used.

The generalization for the all cases, with or without magnetic reconnection are shown
in Table 6.7. Following the terminology by Mulligan et al. (1998) the MCs with the
axis lying near the ecliptic plane are called bipolar (low inclination), o < 45°.
On the other hand, the MCs that have the axis highly inclined to the ecliptic are
called unipolar, (high inclination), 6 > 45°. In all possible combinations of two
bipolar MCs, the magnetic fields between them are antiparallel in eight cases SWN-
SWN, SWN-SEN, SEN-SWN, SEN-SEN, NWS-NWS, NWS-NES, NES-NWS, NES-
NWS as is shown in the first two rows of Table 6.7. If these clouds are interacting,
then there is a magnetic reconnection between them. Also, exist eight bipolar MCs
without magnetic reconnection as is shown in the rows 3 —4 of Table 6.7. The above

results can be apply for the unipolar MCs and are show in the rows 6—9 of Table 6.7.

According with the results showed in Table 6.7, the two MCs studied in this section
(SEN-SWN) are reconnecting. The cross section of the magnetic flux-ropes of these
clouds, could help to see the magnetic reconnection or X point. We can do this

reconstruction with the Grad-Shafranov model.
Cross sections of double flux rope configuration

The GS reconstruction technique have been well documented in the Section 4.5 and
others informations are shown in the Appendices C and D. We have worked with
application in the magnetopause of it as explained in the work of Hau and Sonnerup
(1999). One important step in the reconstruction is to calculate the invariant z axis.
For magnetic flux ropes or MC the determination of z axis is determined by finding
the direction, for which the data plot of P,(x;,0) versus A(x;,0) display minimal
scatter. The search for the invariant direction takes place numerically by trial and
error. The final reconstruction interval is an output of the technique after several
iterations that yields an optimal z axis. This application to MC at 1 AU have been
well documented by Hu and Sonnerup (2002). There exist some variations of the
basic method (see Sonnerup et al. (2006), and recent papers by (TEH; HAU, 2007)),

however, we will be used the version of Hu and Sonnerup (2002).
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Figure 6.32 - In the panels (a) and (b) are plotted the results to MC1, Aug. 19-20 10:00-
04:00, 1998 while in the panels (c) and (d) the results to MC2, Aug. 20-21
09:00-18:00, 1998 are plotted. In all panels, the colors represent the compo-
nents, i,e., red = x, green =y, blue = z. In (a) and (c) are illustrates that
very good correlation of the convection electric field and the corresponding
components of the HT electric field, the quantitative information is given
in the Table 6.6. In (b) and (d) shows the correlation between GSE veloc-
ity components of the HT frame and the corresponding components of the
Alfvén speed, the quantitative information is given in the Table 6.6.
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Table 6.7 - Summary of the interaction between two magnetic cloud with different flux

rope type.
Bipolar MC
FR-Type Reconnection? ~ WI FR-Type
S (WorE) N - - S (WorE) N
J (sor=) 1 Yes Large | (<or=) 1
N (WorE) S - - N (WorE) S
f (sor=) | Yes Large f+ («<or=) |
S (WorE) N - T N (WorE) S
J (sor=) 1 No Small {4 (<or=) |
N (WorE) S - TS (WorE) N
f (sor=) | No Small || (<or=) 1
Unipolar MC
W (NorS) E - - W (NorS) E
< (forl) = Yes Large < (fforl) =
E (NorS) W - - E (NorS) W
= (fory) <« Yes Large = (fforl) <«
W (NorS) E - - E (NorS) W
< (forl) = No Small = (forl) <«
E (NorS) W - T W (NorS) E
= (fory) <« No Small < (forl) =

We used our programs to assess the quality of the HT frame and the residual flow
velocity remaining in the frame (KHRABROV; SONNERUP, 1998). This is done in each
of the clouds separately. The two top panels in Figure 6.31(top panels) (6.31(bottom
panels)) show results from the minimum-variance analysis over the interval of MC1
(MC2) in the form of magnetic hodograms; quantitative information is given in the
Table 6.6. In the Figure 6.32(a) (6.32(c)) is illustrates that very good correlation
exists between the GSE components in the MC1 (MC2) of the convection electric
field and the corresponding components of the HT electric field, cc,y = 0.998 (ccqy =
0.999), the quantitative information is given in the Table 6.6.

The Figure 6.32(b) (6.32(d)) shows the correlation between GSE velocity compo-
nents in the MC1 (MC2) of the HT frame and the corresponding components of
the Alfvén speed, cc,y = —0.263 (ccqy = —0.256) a new quantitative information is
given in the Table 6.6. With the exception of a few points, in both MCs (MC1 and
MC2) the velocities in the HT frame are smaller than Alfvén speed, |Vy4|, (and also

sound speeds, ¢;) and justify neglect of inertial terms in the momentum equation
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and reducing it to a static balance as shown in the Equation 2.5.

ACE 8/19/1998
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Figure 6.33 - a) From top to bottom panel: magnetic field components, B,, By, B.,innT,
proton velocity components, V., V,, V., in km/s, proton density (in blue),
N,, in em™ join with proton temperature (in green), T, in K, plasma beta
and in the last panel are plotted total pressure (in black), kinetic pressure (in
blue) and magnetic pressure (in red). b) Plot of data P;(x,0) versus A(z,0)
along the x axis for the reconstruction interval and the fitted P;(A) function

(black curve).

Figure 6.33(a) shows two MCs events observed by ACE from March 19 — 21, 1998
with 4 min of time resolution. (a) From top to bottom panel: magnetic field compo-
nents, B, By, B., in nT, proton velocity components, V., V,, V,, in km/s, proton
density (in blue), N,, in cm™ join with proton temperature (in green), T, in K,
plasma beta and in the last panel the total pressure (in black), kinetic pressure (in
blue) and magnetic pressure (in red) are plotted. Some interpolations were done in

N, and T}, to cover the gaps intervals. The vertical lines denote the analysis interval,

from August 19, 09 : 12 : 00 to 21, 05 : 28 : 00.

The relationship between P, and A in the Figure 6.33(b) shows scatter around the
fitted polynomial curve (order 3) for P,(A) used in the reconstruction. The vertical

line denoted by A, marks the point on A axis where A = A, (HU et al., 2003). The
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intervals A € [A;, An] (see pag 4 Hu and Sonnerup (2002)) are the A valid values
in the reconstruction. The value A, is determined from P; versus A plot, shown in
Figure 6.33(b) as the point on the A axis beyond which the requirements that P;(A)
be all functions of A alone are violated. In practice, A, can be manually selected
on the graph, doing trial and error. Meanwhile, a fitting residue, Ry, is calculated
in the least squares sense as a quantitative evaluation of deviations from model
assumptions by Hu et al. (2004) (see Equation C.45, Appendix C).

The integer N is the total of number of data samples, i.e., the total of points along
the x axis represented at the yellow or green arrows in Figure 6.34 (top panel), also
each of this point denotes the integer subscript, i. In Figure 6.33(b) is plotted data
P,(x,0) versus A(z,0) along the z axis for the reconstruction interval and the fitted
P,(A) function (black curve). Circles are data along the spacecraft inbound path,
while stars are along the outbound path. The vertical line denoted by A, marks
the point on A axis where A = A;. The fitting residues Ry = 0.15 is defined in
Equation C.45. In Figure 6.33(a) the vertical lines denote an interval that is utilized
as initial input into the numerical solver of GS equation to recover the cross section

of magnetic flux rope.

The reconstruction scheme is done with the invariant 2z axis, z, =
[—0.6110, —0.7164, —0.3368]. The archive “ALLCASE.par” contains all informa-

tion necessary for controlling the programs, i.e. control the GS-solver program:

ACE 231 233 98
1
3
20 120 0
00.10.3

We do not explain the previous numbers, because with the program is provided help
with a PDF archive (see Annex B).

In Figure 6.34 (top panel) is shown the recovered cross-section of the two MCs. The
white thickened contour line is of value A = A, shown in Figure 6.33(b). The black
contour lines show the transverse magnetic field lines (contours of A(x,y)), and
the colors show the axial magnetic field, B,, distribution (scales given by the color

bar). White dot shows the magnetic field maximum in the center of the MC best
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Figure 6.34 - (top panel) The recovered cross-section of the two MCs. In the X
point, the spacecraft path seems to lie on top of the magnetic separa-
trix. (bottom panel) It is cross-section through four magnetic domains
undergoing separator reconnection. The original figure was published in
http://en.wikipedia.org/wiki/Magnetic _reconnection (November, 2012) and
was rotated clockwise by an angle of 45°.
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organized. The yellow arrows along y = 0 denote measured transverse magnetic field
vectors, direction and magnitude measurements at ACE (scales given by the arrow
in upper left corner of magnitude 10 nT) utilized as initial input into the numerical
solver. The green arrows are residual velocities in the deHoffmann-Teller frame at

ACE (scales given by the arrow in upper left corner of magnitude 50 km/s).

Figure 6.34 (top panel) the spacecraft crosses the X point and is observed the exact
moment of the magnetic reconnection from 0.13 to 0.15 AU in x axis. In the oppo-
site corners of the X point, the magnetic fields are antiparallel (see yellow arrows in
this region). The residual velocity (green arrow in y=0) in the deHoffmann-Teller
frame at ACE is perpendicular to the the magnetic field line in the reconnection
region. We thought it was possible to adjust a two-dimensions model, the most
common type of magnetic reconnection is separator reconnection, in which four sep-
arate magnetic domains exchange magnetic field lines. Figure 6.34, bottom panel, it
is cross-section through four magnetic domains undergoing separator reconnection.
Domains in a magnetic plasma are separated by separatrix surfaces or curved sur-
faces in space that divide different bundles of flux. Two separatrices divide space into
four magnetic domains with a separator at the center of the figure. The magnetic
field lines are flowing inward in opposite sides of the separator, reconnect, and spring
outward in a perpendicular direction to above. The original figure was published
in http://en.wikipedia.org/wiki/Magnetic_reconnection (November, 2012) and was
rotated clockwise by an angle of 45° to do adjustment over X point that observed in
the top panel. The green array in the top panel show a speed in the same direction as

is predicted in the reconnection model (thick green arrow in the top corner panel).

Also, Figure 6.34 (top panel) confirm the initial hypothesis i.e. the existence of
two magnetic cloud with reconnection between them. Still, for complete the results,

current sheets need to be found.
Detection of Current Sheet Between two MCs

A methodology to find current sheets was presented in Section 4.6. Figure 6.35 shows
the position of current sheets (red dots) found by the method fixing the critical
angle 6 = 60° using four time scales 7 = [4, 8, 16, 32] min. The magnetic field
data is processed using 1 s time resolution with data obtained from the ACE home
page (http://www.srl.caltech.edu/ACE/ASC/level2/IvI2DATA _MAG.html). Other

current sheets are found in each scales, in the leading edge of the ejecta (ICME)
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(along day 19th) as was observed in other event by Chian and Munoz (2011), Mufoz
(2011). Also in the rear edge of the ejection (at the end of day 21th), current sheets
are found. From August 22 to 24 the magnetic field has large fluctuation and the
number of current sheets found shows that is a turbulent region (MUNOZ, 2011).

Current sheets

6=60"
T=4 min
T =8 min
T =16 min
T =32 min

19 20 21 22 23 24
Time (days)

Figure 6.35 - Current sheets of size of § = 60° detected by the single-spacecraft method

applied over the time series of B (black line), using four typical size (scale)
of the current sheets. The position of the currents sheets are marked by red
dots. A current sheets is observed in the contact region between the two MCs.

At August 22, ~ 06 : 00, in the reconnection region between the two magnetic
clouds observed in Figure 6.34, a current sheet is found only for the largest time
scale, 7 = 32 min. This result is important because it means that we have found
a thick current sheet in that region. It is a perfect region to study transition to

turbulence in a real case of scale change.

Finally, we has been used all the techniques presented in the methodological chapter
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to identify a new cloud (a case very difficult to identify) and to characterize a
reconnection region between the two clouds. This methodology allows a complete
study of the magnetic clouds at 1 AU. And could be apply to find and study other

similar cases that traditional methods have not identified.
6.4.2 A controversial event which has double magnetic field rotation

The event 27 in the Table A.1 is shown in the left panel of Figura 2 in the paper
of Huttunen et al. (2005). They identified this event as a MC with a good magnetic
organization on 19 — 21 March 2001. We reviewed other papers and found contradic-
tion between the dates that this event was identified. Huttunen et al. (2005), Lynch
et al. (2003), Cane and Richardson (2003) have classified this event as a single MC.
On other hand, Nieves-Chinchilla et al. (2005) and NASA table? have classified this
event as two independent clouds. A summary of the above works with the dates of
identification of this event are shown in Table 6.8. The columns from the left to the
right give: (MCs List) list of papers that studied clouds in this time interval; in the
first cloud (MC1): MC start time (UT), MC end time (UT), “Q” is the quality( 1
= Excellent, 2 = Good, 3 = Poor), in the second cloud (MC2) the same notation is

used .

Table 6.8 - Summary of the five previous studies about MCs that identifies one or two
magnetic clouds at 1 AU in the interval from 19 to 21 March. Two paper
identified two clouds in this interval. However, the remaining papers (3) have
identified a single MC.

March, 2001

MC1 MC2
MCs List Start UT End UT Q.‘ Start UT End UT Q.
Lepping et al. (1990)3 19 23:18 20 18:18 1| 20 17:48 22 14:48 3
Nieves-Chinchilla et al. (2005) 19 21:00 20 13:00 —| 20 18:00 21 23:00 —
Huttunen et al. (2005) 19 22:00 — — —| — — 21 23:001
Lynch et al. (2003) 19 19:00 - - — — — 2117:001
Cane and Richardson (2003) 19 17:00 — — —| — — 21 22:001

We are motivated to test our tools to study this contradictory result. Nieves-Chin-
chilla et al. (2005) has reported start time of the MC1 on March 19, 21 : 00 while

2(http://wind.nasa.gov/mfi/mag_cloud publ.html)
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in Huttunen et al. (2005), the MC is identified one hour later, 22 : 00 UT. The end
time of the MC2 is the same in both works, i.e., on March 21, 23 : 00. This allows
see from the graphs, the event as one or two MCs. We select the period from March
17 to 27, 2001. The magnetic field data (B, = Red, B, = Green, B, = Blue) with
time resolution of 16 s in GSM coordinates system are shown in Figure 6.36. Over
the intervals of 2500 records the IE, the persistence indices and WI are calculated.
In all panels of the figure, the first vertical line represent the shock of the ICME as
has reported by Huttunen et al. (2005); the other four vertical line are the bound-
aries of the two clouds as has published by Nieves-Chinchilla et al. (2005). Thus,
between the first two vertical lines, the plasma sheath is located, and was reported
by Huttunen et al. (2005). Furthermore, the MC is located between the two last

vertical line. The two MCs have a temporal separation of 5 hours.

In the Figure 6.36(b) are shown values of STE on 17 — 27 March, 2001 as a func-
tion of the time for times series of IMF components (STE in: B, = Red, B, =
Green and B, = Blue) in the SW. The thick curve represents the IE calculation
over all study interval. Figure 6.36(b) shows that the three components have zero
STE value during the first MC (MC1). In the contact regions between the clouds
also the three components have STE close to zero. The STE values of B, have zero
value within the second cloud (MC2). Thus, the IE is zero along the two clouds and
with this tool is not possible to identify two MCs during this event.

In the Figure 6.36(c) are shown values of average wavelet coefficients on 17 — 27
March, 2001 as a function of the time for times series of IMF components (Dy; in:
B, = Red, B, = Green and B, = Blue) in the SW. The thick curve represents the
WI calculation over all study interval. The WI is large in the plasma sheath as is
shown in all cases that have been studied in this thesis. And as expected the WI
decreases in the MC region. Unlike the case shown in Figure 6.28, in the interaction
region between the two MCs, the WI is not increased. This fact makes it impossible
to use the WI to identify the two MCs in this region. However, with this result, we
conclude that although there are two MCs, then it are not reconnecting. The two
clouds are a combination of flux-rope types as is shown in the Table 6.7 (rows 5 or
6 to bipolar MC; rows 10 or 11 to unipolar MC).

We continued to test the other tools. In the Figure 6.37 are shown values of per-
sistence exponents, 3, «, H,, H, on 17 — 27 March, 2001 as a function of the
time for times series of IMF components ((8, «, H,, H,) in: B, = Red, B, =

162



20F T |MC1M§7 MC2 —>i
. 10} 3 (N
” VTR | fr L e e
0 OF "y 'w I‘i“"" Nl"‘{l}ul Qi “‘ M !a ! | |
Cﬂ>< _10. ﬂ']“i l‘li W41
-UH
: |
—20¢ . oo | [ . L . . . .
Mar 18 Mar 1I9Mar 20 Mar 21 Mar 22 Mar 23Mar 24 Mar 25Mar 26
2001
(a)
100¢ : |MC1| i«— MC2 )
80' - o E | Ao, " s Ay
S Y | B 4 [y \ ke
Q 60- “ y \’ -_‘:-\A_“ll \l:“ - LM ‘|| v ll‘!\\ ’l ‘\ \'A‘ Y, ',*\ ,l \'.:
L W NS\ A TR L e A Y TV
5 % AT UM A T A N
20F : A\ ¥ y Vi v ]
: A I8
[ l AN : . ]
Mar 18 Mar 19 Mar 20Mar 21 Mar 22Mar 23Mar 24Mar 25 Mar 26
2001

(b)

~ 0100}
= 0.050p A

1(n

A 0.010}
0.005}

|
. . | | Ly . . . .
Mar 18Mar 19Mar 20Mar 21Mar 22Mar 23Mar 24Mar 25Mar 26
2001

()

Figure 6.36 - (a) The magnetic field data (B, = Red, By = Green, B, = Blue) with time
resolution of 16 s in GSM coordinates system are shown. (b) Are shown values
of STE on 17 — 27 March, 2001 as a function of the time for times series of
IMF components (STE in: B, = Red, B, = Green and B, = Blue) in the
SW. The thick curve represents the IE calculation over all study interval.
We identify the MC1. (c) Are shown values of average wavelet coefficients
on 17 — 27 March, 2001 as a function of the time for times series of IMF
components (Dg; in: B, = Red, B, = Green and B, = Blue) in the SW.
The thick curve represents the WI calculation over all study interval.
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Are shown values of persistence exponents, 3, «, H,, H, on 17 — 27
March, 2001 as a function of the time for times series of IMF components
(B, o, H,, H,) in: B, = Red, By = Green and B, = Blue) in the SW.
The thick curve represents the persistence indices ((8), («), (Hy), (Hg))

calculation over all study interval.
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Green and B, = Blue) in the SW. The thick curve represents the persistence in-
dices ((8), (a), (H,), (H,)) calculation over all study interval. The four indices are

above the threshold for the two MCs. Thus, it is impossible to use the persistence

indices to identify the two MCs in this region.
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Figure 6.38 - The  plot, obtained from OMNI data set in CDAWeb

(http://cdaweb.gsfc.nasa.gov/istp_ public/),
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are based on 5-min aver-

aged ACE data in March 19-22, 2001 in GSE coordinates system.

As the above tools were not able to identify the two clouds, then the magnetic

and plasma data are plotted to extract other informations about it. The data was
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measured by ACE from March 19 to 22, 2001 in GSE with 5 min time resolution.
Figure 6.38 is composed by six panels from (a) to (f): magnetic field strength, polar
(Biat) and azimuthal (Bj,,,) angles of the magnetic field vector in GSE coordinate

system, plasma beta, total velocity and temperature.

If the Figure 6.38(b and c) is only seen as a cloud, then this MC has a flux rope
type WSE and the observed angular variation of the magnetic field is left-handed
(HUTTUNEN et al., 2005). The kinds of variations of the magnetic field direction of
MC can be reproduced by the force-free model as was shown in Figure 6.8. In that
model, the magnetic field has a maximum in the axis of the MC and is expected a
behavior of the average magnetic field |J§ | as is shown in Figure 6.38(a). The average
magnetic field | B| has a maximum ~ 23 nT at March 20, ~ 14 : 00. The data shown
in Figure 6.38 have no subject that allows us to identify two MCs in this event as
was published by Nieves-Chinchilla et al. (2005) and NASA table. We only seen in
the Figure 6.38(d) a small increase of the plasma beta in the contact region between
the two MCs.

Despite the above results, we applied the MVA method for each clouds that were
identified by Nieves-Chinchilla et al. (2005). The results are shown in the Figure 6.39.
The magnetic field rotation confined to one plane, the plane of maximum (B; B;) and
minimum (B; B}) variance to the first cloud or MC1 are shown in the Figures 6.39
(a and b). In the Figure 6.39 (c and d) the magnetic hodograms for the second

magnetic cloud or MC2 are shown.

Finally, we have observed the bipolar MC1 detected by ACE from March 19, 21 :
00 UT to March 20, 13 : 00 UT. This MC has a flux-rope type NWS and the
observed angular variation of the magnetic field is left-handed. The MVA method
gives to MC1 the eigenvalue ratio \y/A3 = 1.76, the angle between the first and
the last magnetic field vectors y = 75.41°, the orientation of the axis (¢¢,0c) =
(80.20°,—19.93°), the direction of minimum variance (@in, Omin) = (1.70°,28.79 °)
and eigenvalues [\, A2, A\3] = [68.64,2.21,1.26]. The low ratio of the intermediate
eigenvalue Ay to the minimum eigenvalue A3 indicates that the eigenvectors are
wrong defined. We required that Ag/A3 is larger than 2, based on the analysis of
Lepping and Behannon (1980). The MVA method gives to MC2 the eigenvalue
ratio A\y/A3 = 3.70, the angle between the first and the last magnetic field vectors
X = 68.27°, the orientation of the axis (¢¢,0c) = (83.12°,—4.31°), the direction

of minimum variance (@min, Omin) = (174.95°,22.96 °) and eigenvalues [A1, Ay, A3] =
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Table 6.9 - Summary of results to MVA method (first part, rows 1-12) and Grad Shafranov
reconstruction techniques (second part, rows 14-18) for two MCs. We show: (;)
the eigenvectors of the magnetic variance matrix; ();) the corresponding eigen-
values; (A2/)\3) the eigenvalue ratio; (¢¢, 0c) MC axis orientation (longitudinal
and latitudinal angles); (@min, Omin) the direction of minimum variance; () the
angle between the first and the last magnetic field vectors; (Type) inferred flux-
rope type; (CH) handedness of the cloud (LH=left-handed, RH=right-handed);
(Virr) deHoffman-Teller(HT) frame velocity; (ccq) HT correlation coefficient;
(slopegy;) slope of the linear fit in deHoffman-Teller(HT) frame; (ccay—waien)
Walén correlation coefficient; (slopeqji—waien) slope of the linear fit in the Walén
analysis.

March, 2001
Parameters MC1 (19-20, 21:00-13:00) MC2 (20-21, 18:00-23:00)

iy, B (—0.46,0.38, —0.81) (0.38,—0.12,0.92)
To, B;‘ (0.16,0.93,0.34) (—0.12,—-0.99, —0.08)
T3, B;‘ (0.88,0.03, —0.48) (—0.92,0.08,0.39)
A1, A2, As] [68.64,2.21,1.26] [28.66,2.75,0.74]
Ao/ A3 1.76 3.70
[0%s, 80.20 83.12
Oc —19.93 —4.31
OMin 1.70 174.95
Oriin 28.79 22.96
X 75.41 68.27
Type NWS SEN
CH LH LH
Grad-Shafranov
Virr (—427.78;-26.01; —35.29)km/s  (—350.9,—36.2;10.4)km/s
CCall 0.999 0.999
slopean 0.999 1.006
CCull—W alen —0.590 0.721
slopea—waten —0.196 0.225
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Figure 6.39 - In the panels are shown the magnetic hodograms for two magnetic clouds:(a
and b) the first MC or MC1 was observed from March 19—20 21 : 00—13 : 00,
2001 while (c and d) the second MC or MC2 was observed from March 20—21
18 : 00 — 23 : 00, 2001. The magnetic field rotation confined to one plane, the
plane of maximum (B} By) and minimum (BjB?) variance are used to find
the boundaries of the two clouds.

[28.66,2.75,0.74]. The large ratio of the intermediate eigenvalue Ay to the minimum
eigenvalue A3 indicates that the eigenvectors are well defined. The results derived
of MVA method are shown in the first 12 rows of the Table 6.9. If the results given
in Table 6.7 are true, then in the interaction region between these two clouds is not
form a X point. The flux-rope types are NWS-SEN (see row 6 in Table 6.7) in the

interaction region between the two clouds, the magnetic fields are in south direction

(S)-
Reconstruction results of ACE March 19-21, 2001, magnetic clouds

The Grad-Shafranov reconstruction is the other technique that can be used to visu-
alize, if indeed, there are two MCs in that interval. In the Figure 6.40(a) (6.40(c))
is illustrates that very good correlation exists between the GSE components in the

MC1 (MC2) of the convection electric field and the corresponding components of
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the HT electric field, ccoy = 0.999 (ccy = 0.999), the quantitative information is

given in the

Table 6.9.
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Figure 6.40 - In the panels (a) and (b) are plotted the results to MC1, March 19 — 20

21 :00 — 13 : 00, 2001 while in the panels (¢) and (d) are plotted the results
to MC2, March 20 — 21 18 : 00 — 23 : 00, 2001. In all panels, the colors
represent the components, i,e., red = x, green = y, blue = z. In (a) and
(c) are illustrates that very good correlation of the convection electric field
and the corresponding components of the HT electric field, the quantitative
information is given in the Table 6.9. In (b) and (d) shows the correlation
between GSE velocity components of the HT frame and the corresponding
components of the Alfvén speed, the quantitative information is given in the

Table 6.9.

The Figure 6.40(b) (6.40(d)) shows the correlation between GSE velocity compo-
nents in the MC1 (MC2) of the HT frame and the corresponding components of

the Alfvén speed, ccyy = —0.590 (ccyy = 0.721) anew quantitative information is
given in the Table 6.9. With the exception of a few points, in both MCs (MC1 and
MC2) the velocities in the HT frame are not smaller than Alfvén speed, |V4|, (and

also sound speeds, ¢s) and not justified neglect of inertial terms in the momentum

equation to reducing it to a static balance as shown in the Equation 2.5. Thus, the
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use of the GS model is questionable, however, still can be used to view cross sections
of the clouds.

From March 19, 17 : 16 to March 23, 00 : 04 are the analysis in-
tervals used in the reconstruction scheme. The program read merged
plasma and magnetic field data from ACE satellite obtained from
ftp:/ /nssdcftp.gsfec.nasa.gov/spacecraft data/ace/4 min merged mag plasma/,
i.e. magnetic field components, B, By, B,, in nT, proton velocity components,
Ve, Vi, Vo, in km/s, proton density, N,, in ¢m™®, proton temperature, T, in K,
plasma beta, total pressure, kinetic pressure and magnetic pressure. Some inter-
polations were done in NV, and 7T}, to cover the gaps intervals. The reconstruction
scheme is done with the invariant z axis, z; = [0.4297,0.0167, —0.9028]. The archive
“ALLCASE.par” contains all information necessary for controlling the programs,

i.e., control the GS-solver program:

ACE 078 082 01
1
p
20 120 0
00.10.3

The relationship between P, and A in the Figure 6.41 (left panel) shows scatter
around the fitted polynomial curve (order 2) for P;(A) used in the reconstruction,
with fitting residue Ry = 0.12. The value of A = A, marks the boundary point at
which the inbound and outbound overlying branches of P;(x,0) versus A(z,0) begin

to separate.

The recovered cross section of the two magnetic clouds is shown in Figure 6.41 (right
panel). The white thickened contour line is of value A = A, shown in the left panel.
The black contour lines show the transverse magnetic field lines (contours of A(x,y)),
and the colors show the axial magnetic field, B,, distribution (scales given by the
color bar). White dot shows the magnetic field maximum in the center of the MC
best organized. The yellow arrows along y = 0 denote measured transverse magnetic
field vectors, direction and magnitude measurements at ACE (scales given by the
arrow in upper left corner of magnitude 10 nT) utilized as initial input into the
numerical solver. The green arrows are residual velocities in the deHoffmann-Teller

frame at ACE (scales given by the arrow in upper left corner of magnitude 50 km/s).
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Figure 6.41 - The resulting P;(A) curve is shown in left panel with fitting residue R; =
0.12. The value of A = Aj, marks the boundary point at which the inbound
and outbound overlying branches of P;(x,0) versus A(z,0) begin to separate.
The recovered cross section of the two magnetic clouds is shown in right panel.
The black contour lines show the transverse magnetic field lines (contours of
A(x,y)), and the colors show the axial magnetic field, B, distribution (scales
given by the color bar).
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With the cross-section view, the two clouds can be identified. This allows to clarify
the contradictions in the different studies shown in Table 6.8, the spacecraft saw two
MCs in this SW interval. As announced, in the interaction region between the two
clouds, the magnetic field is directed to the south. There is not form a X point and

the magnetic reconnection is not observed.

The comparison between the Figures 6.41 (right panel) and 6.34 (top panel) is
an important result of this work. In one case was observed magnetic reconnection.
However, in the other case was not observed magnetic reconnection. We have proven

that the summary shown in Table 6.7 is right.
6.5 Summary of the validation of the methodology

In Figure 6.42, a scheme with the methodology developed in this work is shown.
In the part I, we start working with thye first technique, i.e. STE. The IMF data
(in any reference system) with the best time resolution are acquired. Then Data
in an arbitrary time interval are taken, using an interval large enough to contain a
significant portion of the an eventual MC. After that, records from the data taken
within a convenient time length (called window) are selected in each displacement
under a constant time step till the end of the data series. Following, the STE value is
calculated in each window for B,, B,, and B, components respectively, that allows
obtaining a time evolution to STE. If the IE time series has value equal zero then
there is a cloud-candidate region and it could be examined in order to identify the
MC boundaries.

In the part II is only used when the indexes derived from previous technique has
identified a cloud candidate. The persistence exponents and discrete wavelet trans-
form helps to characterize where was found the MC candidate. The MVA helps to
identify the cloud boundaries. If exist plasma data then plasma beta is also used to

identified the cloud boundaries.

In part ITI, we can proceed with the reconstruction. The GS reconstruction allow
study the magnetic reconnection in double flux-rope MC at 1 AU. The study is
completed by the possibility of finding plasma sheets throughout MC region.
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Figure 6.42 - Scheme to explain as the techniques were used. To identify and characterize
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7 CONCLUSION

Dealing with the IMF data and plasma data, the most distinct studies on MC
events are done. This work aims to improve a methodology able to help this studies
but dealing with the IMF data. Although the potential use of this new tool is not

restricted to the initial goal.

The physical bases for use of the techniques are the plasma features related to
the MC processes. Several physical-mathematical techniques have been selected for
their skills in order to allow the investigation on MC occurrences. Those techniques
have been developed in an original approach to identify MC candidates in the SW
data and characterize those events. They consist in techniques of spatio-temporal
entropy (STE), persistence exponents (Hurst, Hausdorff, beta exponent from power-
spectral density (Fourier) and alpha exponent from detrended fluctuation analysis)
and wavelet coefficients. Those numerical tools have a great advantage by two char-
acteristics. They are easy to implement with low computational cost and allow cre-
ating an automatic operation detection. Also, they can identify MC regions using
as input data only the three components of the interplanetary magnetic field (IMF)

measured by satellites at convenient space location, e.g., the Lagrangian point L1.

The mentioned earlier tools are not able to define the precise boundaries of the MCs.
Complementarily, the minimum variance analysis (MVA) technique are applied to
delimit the MC location. Furthermore, this method allows characterizing the MC
spatial structure. When plasma data are available, other interplanetary parameters
are also calculated, as plasma beta, latitudinal and longitudinal rotational angles of
magnetic field vector in relation to the ecliptic one, that allows to characterize the

polarity as well as the inferred flux-rope type of the cloud.

We work mainly with data of B,, B, and B, with temporal resolution of 16 s
measured by the ACE, but divided in two different ways. Firstly, we work with a
total of 41 MCs from the years 1998 to 2003, published in the paper of Huttunen et al.
(2005). The criteria used to select these 41 cases was the existence of a plasma sheath
in front of the MC, and in these cases clouds were well-identified. Secondly, a SW
interval of ten days was selected to study the data continuously which were divided
in subwindows with 2500 records, and then they were displaced by a convenient time
step (here 200 records) from the beginning till the end of the data interval. Using
the methodology, three new MCs were identified.
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By means of STE calculation using recurrence plots, analyses on the IMF data
were performed for a complete SW framework where a group of MCs exists. The
developed analyses show that the STE values for MCs are lower than the ones for
sheath region or the SW background. The reason is that in MC, the magnetic field
strength is higher than average values on SW, the magnetic field direction rotates
smoothly through a large angle. Then periods of MCs have more trend than sheaths
region and quiet SW periods. The trend is the principal cause of the lower values
of STE. It can be noticed that inside MC the IMF have less fluctuations and less
noise than outside its boundary. MCs are more structured than sheath and quiet
SW. This also collaborates for the decrease of STE within the MC region.

Also, the differences among the STE values for the three magnetic components in
a MC give an idea about the anisotropy in the structure of MCs. Those features
are related to the flux-rope structure orientation, based on concepts as presented
by Bothmer and Schwenn (1994), Bothmer and Schwenn (1998). By using a force
free model for IMF as presented by Burlaga (1988), a test considering the magnetic
components, mainly the tangential component, of a cylindrically symmetric force-
free field constructed analytically results zero STE value. It agrees with the physical
assumption of finding zero STE values when studying experimental data in MC
periods. The new feature just examined here adds to the usual features, as described
in Burlaga et al. (1981), for the characterization of MCs. Thus, the STE calculation
can be an auxiliary objective tool to identify flux-ropes associated with MCs, mainly

during events with no available plasma data but only with IMF.

Also, we calculate the STE, as a function of time, for IMF components using mag-
netic records within a time windows corresponding approximately to 11.11 hours,
displaced consecutively by a proper time step till the end of data series. The STE
reaches values extremely close to zero at least for one of the IMF components during
MC event, due to MC structure features. Not all the magnetic components in MCs
have STE values equal zero at the same time. By that reason, we create a stan-
dardization index (called Interplanetary Entropy (IE) index). This representation
is very convenient because it allows joining the STE results of the three IMF com-
ponents in one estimate parameter, that presents an easy interpretation. IE close
to zero indicates the occurrence of a MC-candidate, and its probable time location.
By means of study case analyses, we verified and validated the methodology as an

useful auxiliary tool to identify MC-candidates. Also, the use of IE index conjugated
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with MVA analysis becomes also possible, using only the IMF data, to delimit the
MC boundaries.

On the other hand, we have worked with four techniques to study persistence in the
41 ICMEs divided in three regions: plasma sheath, MC and post-cloud respectively.
The persistence exponent values increased inside cloud regions, and it was possible
select the following threshold values: (a) = 1.392; (H,) = 0.327; (H,) = 0.875.
These values are useful as another test to evaluate the quality of the identification.
After identifying a cloud, the persistence analysis can be performed in the full extent
of temporal series of the three IMF components. If the cloud is well-structured, then
the persistence exponents values exceed thresholds. With the previous idea, the
persistence indices were calculated using the same earlier procedure. If (a); (H,);
and (H,) values exceed the thresholds, the occurrence is classified as an event in the
magnetic cloud region from the diagram of the identification regions. The () index

is not recommended to use.

We deal with the same 41 MC events in order to analyze the fluctuation of the
IMF B,, B, and B, components. The mathematical property chosen here was the
statistical mean of the wavelet coefficients ((Dg;)). It was obtained by applying the
Discrete Wavelet Transform (Daubechies scale filters order 2) to the components of
the IMF as recorded by the instruments of the MAG onboard of the ACE S/C at
the L1 point. The results show that there apparently is a clear distinction between
the values of the wavelet coefficients obtained along the different parts of the passing
magnetic structure (ahead of the MC, i.e., the sheath; the MC itself; and after the
passage of the MC). The measurements show that the (Dgy;) (wavelet index (WTI))
exhibits the lower values during the passage of the MC. Also, we found the higher

values in the sheaths.

Using assumptions that concern to the physics of MC, the analyses developed in this
work show that a smoothed magnetic configuration (i.e., few magnetic fluctuations)
in MC is the main reason of the lower values of wavelet coefficients during it. This
study is performed only for specific types of ICMEs, all of which were structures that
appeared to be MCs. This tool permits comparing the IMF fluctuations at the clouds
and its relationship with the neighbors regions, i.e., the first region bounded by the
shock front and leading edge, and second region selected after trailing edge. It also
permits comparing the existing fluctuation of SW magnetic field, i.e., B,, B, and

B., which it is not an easy task under simple visual inspection. The B, component
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has lower fluctuations, or singularities, and the B, component the higher ones.

As a final result, when a complete SW dataset is available, MC events can be inves-
tigated in a deep way, mainly with the help of the methodology implemented here.
Along the work, and beyond the initial scope, some new MC events were examined.
The use of Grad-Shafranov reconstruction model allows to obtain a cross-section
view of the flux-rope associated with the MC. Those kinds of information are very
useful in the studies to identify and characterize MCs. Even an example of MC
event involving an controversial event was studied to illustrate the potential of this
methodology. A discrepancy related to 5 papers to indicate if one event is a single
or double MC was solved. We observe two clouds in this case. They were measured
on March 19 — 21, 2001.

With the methodology developed, an interacting process was found between two
magnetic flux-ropes (events at 19 — 21 August 1998), where a single X point was
formed between them. The WI detects an IMF discontinuity in this contact region,
i.e. the WI has large values there. The magnetic field has a jump in a short time
interval to move from N to S or vice-versa. The WI becomes a tool for finding
reconnection signatures in interaction regions between flux-ropes. We propose the
combination of eight flux tubes types, for which if there is interaction between them,

the magnetic reconnection can be observed.

The major contribution of this work is the implementation of a methodology for the
identification and characterization of MCs, adding new resources to the earlier tools.
In a general sense, the proposed methodology can constitute the basis for an easy
and automatic computational procedure for preliminary survey on MC occurrences

for scientific goals, or even a convenient MC warning for the space weather purposes.
Future perspectives of work

We think that this work is an important continuation of what has been done so far
for the study and prediction in space physics/weather. This work collected modern
and traditional techniques to create a methodological procedure that could be used

in a short time to study and prediction of space weather.

As future work, we suggest to continue this study, improving the identification and
characterization in other interplanetary disturbances, such as, CIRs, heliospheric

current sheath crossings or to ICMEs without MC signatures, respectively. Also, this
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methodology will allow to identify other MCs in an historical SW data. Furthermore,
the methodology may resolve discrepancies between some works where it is indicate if
one event is a single or double MC. In the small group of MC, where the methodology

does not work, we recommend to realize a detailed study of each case.

The technique can “open doors” for other applications. Maybe other applications for
Space Physics Community uses will be found, mainly taking into account fluctua-
tions that occur in several frequency ranges. Also to study relationship between SW

and geomagnetic parameters, i.e., geoeffectiveness.
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APPENDIX A - GEOEFFECTIVENESS AND EXPANSION OF MAG-
NETIC CLOUDS

MCs are an important source of southward interplanetary magnetic field (e. g.
NS, SN and S polarity), the relation between MCs and geomagnetic storms have
been investigated by several authors (BURLAGA et al., 1981; KLEIN; BURLAGA, 1982,
GONZALEZ; TSURUTANI, 1987; TSURUTANI et al., 1988; TSURUTANI; GONZALEZ,
1992; FARRUGIA et al., 1995; LEPPING et al., 2000; DAL LAGO et al., 2000; Dal Lago et
al., 2001; WU; LEPPING, 2002b; WU; LEPPING, 2002a). In the work of Echer et al.
(2005) a large number of magnetic clouds, 149, were analyzed during the 1966 —2001
period, from the whole data set of MCs, 51 are of the NS type, 83 are of the type SN
and 15 are unipolar. They did a statistical study of MC parameters and geoeffec-
tiveness that was determined by classifying the number of MCs followed by intense,
moderate and weak magnetic storms, and by calm periods. They found that around
77% of the magnetic clouds with Dst < —50/;nT are geoeffective. And considering
also weak storms (—50/;nT < Dst < —30/;nT), 97% of MCs were followed by

geomagnetic activity.

SM (37)

Hl nostorm
B sheath

[ rmoderats
5(13) [ intense N (12]

I Elf

Figure A.1 - The effect of the flux rope type to the geoeffectivity. Numbers in the paren-
theses show the total numbers of MCs identified in each category. Differ-
ent colors demonstrate the different geomagnetic response: no storm at all,
Dst > —50/;nT (black); sheath region generated a storm (dark gray); MC
caused a moderate storm (light gray); MC caused an intense storm (white).
SOURCE: Huttunen et al. (2005).
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Other example is the work of Huttunen et al. (2005), they studied the geomag-
netic response of MCs using the 1 — h Dst index. They focused on whether the
storm was caused by sheath fields or by the MC itself. They found that the geo-
magnetic response of a MC depends greatly on its flux-rope type. In the Figure A.1
different colors demonstrate the different geomagnetic response: no storm at all,
Dst > —50/; nT (black); sheath region generated a storm (dark gray); MC caused a
moderate storm (light gray); MC caused an intense storm (white). The pie-diagrams
in the top part of the figure show the distribution for bipolar MCs. If the MC is geo-
effective then the SN type MCs caused more intense storms than moderate storms.
For bipolar MCs the respond depends clearly on the direction of the magnetic field
on the axis. As seen from Figure A.1 all of 15 identified S-type MCs caused a storm,
nine of them an intense storm. But from the 12 identified N-type MCs none caused

a storm, but for eight of these MCs the sheath region was geoeffective.

Inside ICMEs, the measured plasma velocity typically has a linear variation along
the spacecraft trajectory. A much higher velocity is present in the front than in the
back, indicating expansion (DEMOULIN; DASSO, 2009). Burlaga and Behannon (1982)
found consistency between the expansion speed estimated from in situ observations
and the increase of their typical size, obtained from measurements with different
spacecraft located between 2 and 4 AUs. As the magnetic field strength is higher
than the average inside a MC. This means that the magnetic pressure B?/(2u0) is
higher than the plasma pressure inside the structure. A gradient in pressure would
make the MC expand unless an external force prevents the expansion (BURLAGA,
1991). The simple and universal law found (DEMOULIN; DASSO, 2009) for the radial
expansion of flux ropes in the SW predicts the typical size, magnetic structure, and

radial velocity of MCs at various solar distances.

Bothmer and Schwenn (1998) investigated the expansion of magnetic clouds in the
Heliosphere. The authors conducted a study using four spacecraft, Helios 1/2 at
0.3 — 1 AU and Voyager 1/2 2.6 AU. An example observed by Helios 1 at 0.9 AU
on days 61, 01 : 00 UT -62, 01 : 00 UT, Voyager 1 at 2.6 AU on days 66, 08 : 00
UT - 68, 11 : 00 UT and Voyager 2 at 2.6 AU on days 66, 02 : 00 UT - 68, 02 UT,
march 1978 was presented by Bothmer and Schwenn (1998). The previous case was
shown in Figure A.2. The right side of Figure A.2 shows the results of the MVA for
the magnetic field data that was shown in the left side. Note the striking similarity

of the directional changes of the magnetic field vector at all three spacecraft, which
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Figure A.2 - Magnetic field data and results of the MVA for a MC (vertical dashed lines)
that passed Helios 1 at 0.9 AU on days 61, 01 : 00 UT -62, 01 : 00 UT,
Voyager 1 at 2.6 AU on days 66, 08 : 00 UT - 68, 11 : 00 UT and Voyager 2
at 2.6 AU on days 66, 02 : 00 UT - 68, 02 UT, march 1978. The Helios 1 and
Voyager 1/2 were separated by 18° in solar longitude and by 1.6 AU in solar
distance. Note the longer time duration of MC at Voyager 1/2. SOURCE:




all detected a SEN-type MC. The propagation velocity of the cloud (~ 446 km/s)
was estimated of plasma speed in Helios 1 at 0.9 AU. The cloud showed a much
longer time-duration at the position of Voyager 1 (¢t = 50 h) and Voyager 2 (¢ = 48
h) compared to Helios 1 (¢t = 24 h), thus giving direct evidence for the expansion of
this MC. The MVA yielded similar results for the orientation of the cloud’s axis at
all three spacecraft (BOTHMER; SCHWENN, 1998).
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Figure A.3 - Log-log plot showing the radial sizes, s, of MCs observed by Helios 1/2 (with
+-symbol), Voyager 1/2 (with A-symbol), Pioneer 10 (with *-symbol) be-
tween 0.3 and 4.2 AU versus solar distance, R (from (BOTHMER; SCHWENN,
1994)). The straight line was obtained by linear regression: s(R) = (0.24 +
0.01) x R(O-8£010)[A17]. SOURCE: Bothmer and Schwenn (1998).

Bothmer and Schwenn (1998) also conducted a study about the radial sizes of MCs
between 0.3 and 4.2 AU obtained from Helios 1/2, Voyager 1/2, and Pioneer 10
data (see the log-log plot that is shown in Figure A.3). From linear regression it
is found that the radial size s(R) in AU, of MCs increases with radial distance, R
from the Sun as s(R) = (0.24 & 0.01) x RO010[AY]. The expansion of MCs has
a dependence on the radial distance from the Sun (LUCAS et al., 2011), confirming
that radial expansion is a common feature of MCs in the heliosphere. Dal Lago et al.
(2002) have used solar and interplanetary observations from January 1997 to April

2001 to correlate the interplanetary speed (v,) near 1 AU with the expansion speed
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(ve) of halo CMEs (GONZALEZ et al., 2004). Using the previous study, a prediction
scheme for peak Dst, based on halo CME-expansion speed observation near the Sun
and associated with magnetic clouds, was suggested for the first time by Gonzalez
et al. (2004). Dal Lago et al. (2004) compared the lateral expansion speeds of these
halo CMEs and the corresponding ejecta speeds near Earth. They found that there is
a high correlation between these two speeds. In the works of Dal Lago et al. (2003),
Schwenn et al. (2005), Huttunen et al. (2005), Kane (2005) also it is proposed a
method to calculate MC-expansion speed (e.g. see figure 8 pag 10 of Huttunen et
al. (2005)).
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Figure A.4 - Log-log plot showing the average proton density ((Vp)) inside MCs observed
by Helios 1/2 between 0.3 and 1 AU during (1974—1981) versus solar distance,
R (from (BOTHMER; SCHWENN, 1994)). The straight line was obtained by
linear regression: N,(R) = (6.47 + 0.85) x R(=24%03) ;=3[R em AU]. The
other two lines were measured by the Helios probes in slow (S) and fast (F)
solar wind-streams in the inner heliosphere. SOURCE: Bothmer and Schwenn
(1998).

Self-similar models are useful to study the expansion of flux rope. Some consider
only a radial expansion, while others consider an isotropic expansion (DEMOULIN;
DASSO, 2009, and reference therein). The main problem of the first group of models
is that, even taking a force-free configuration at some point of the evolution, the only

radial expansion implies the creation of strong unbalanced magnetic force during the
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evolution. Then, the force-free state is singular in these models, happening only at
one single time during the evolution, while observations show that MCs typically
have a low /3, plasma. A self-similar isotropic expansion does not change the force
balance, so the second group of models are expected to be a better approximation.
However, it is not obvious that the expansion could be isotropic since the magnetic
force is anisotropic in a flux rope (DEMOULIN; DASSO, 2009). Démoulin and Dasso
(2009) analyzed the expansion of flux ropes in SW with a complementary approach

to self-similar expansion models and to the MHD simulations.

The MCs closer to the Sun compared to 1 AU had higher plasma densities than
the surrounding solar wind. Thus, the density inside the flux tubes has a rapid
decrease with the increasing distance from the Sun where the cloud undergoes
a radial expansion. Figure A.4 shows in a log-log plot N, versus R (BOTHMER;
SCHWENN, 1998). From linear regression Bothmer and Schwenn (1998) found
that the density of MCs decreases with increasing radial distance, R, as: N, =
(6.47 + 0.85) x RC2403em =3[R em AU]. Figure A.4 shows that the density in
MCs is generally higher than that of the average fast solar wind and that it is also
generally higher than that of the slow solar wind at closer distances to the Sun.
Bothmer and Schwenn (1998) observed that MCs in which the densities are found
to be considerably lower compared to that of the ambient slow solar wind should

have undergone strong expansion on their way out from the Sun.
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APPENDIX B - TOOL OF PERSISTENCE ANALYSIS AND SOURCE
CODE IMPLEMENTED

B.1 Rescaled-Range (R/S) Analysis

We will be presented a theory summary of Rescaled-Range (R/S) Analysis discussed
by Malamud and Turcotte (1999). Also, A source code is presented for running in

Octave, a free software of high-level interactive language.

An alternative approach to the quantification of correlations in time series was de-
veloped by Harold E. Hurst (HURST, 1951; HURST et al., 1965). He considered a Nile
River flow as a time series and determined the storage limits in an idealized reser-
voir. Based on these studies, he introduced empirically the concept of rescaled-range
(R/S) analysis. Where the range R(7”) is defined to be the difference between the
maximum volume of water V,,,, and the minimum volume of water V,,;, (HURST,
1951) during the period 7". S(T”) is the standard deviation of the flow Q(¢) during
the period T".

Hurst (1951) and Hurst et al. (1965) found empirically that many data sets in nature

satisfy the power-law relation:

5].-6"

where H, is known as the Hurst exponent and if 7" denote the period, it can be

broken up into subintervals 7. For 7 = 2, R./S, = 1 by definition.
The R/S analysis is easily extended to a discrete time series, Y,,,n =1, 2, 3, --- | N.
The running sum, Y,,, of the time series, y, relative to its mean is:

m

Ym = Z(yn - gN) = (Z yn> — MYN. (B'Z)

n

The range is defined by:
RN = (ym)maz - (ym)mm (B3)

with
Sy =on (B.4)

where yy and oy are the mean and standard deviation of all N values in the time
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series, y,. We are interested in how (R/S) varies with successive subintervals 7 of N,
we substitute 7 for N in Equations B.2 to B.4. The Hurst exponent, H,, is obtained
from B.1

For example, if 64 values of y, are available for a time series, the Ry and Sy for
N = 64 are obtained. Then the data are broken into two parts, each with 7 = 32
(1, 2, ---, 32 and 33, 34, ---, 64. The values for R, and R3 are obtained for the
two parts. The two values of R3y/S3 are then averaged to give (Rsz/S32)q0. This
process is continued for 7 = 16, 7 = 8, and 7 = 4 to given (R15/516)av, (Rs/58)av
and (R4/S4)aw- The values of log(R./S:)q are plotted against log(7/2) and the
best-fit straight line gives H, from Equation B.1. In practice, there is generally
some curvature of (R/S),, for small values of 7/2 and they are therefore omitted
(TAPIERO; VALLOIS, 1996).

Implementation

If we installed GNU/Octave in Ubuntu, a computer operating system based on the
Debian distribution and distributed as free and open source software, then a hurst(z)
function is created for example in/usr/share/octave/3.0.1/m/signal/. This func-
tion is an estimate the Hurst parameter of sample X via the rescaled range statistic
in Octave. This program is not correspond with the previous theory. The running

sum is only realized on higher scale.

function H = hurst(z)

if (nargin!=1)

print_usage();

endi f

if (isscalar(z)) error (" hurst : xmustnotbeascalar”)
elseif (isvector(x))

x = reshape(x, length(z), 1);

endi f
[xr, xc] = size(x);
s = std(x);

w = cumsum(x — mean(x));
RS = (max(w) — min(w))./s;
H =log(RS)/log(zr);

endfunction
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We perform a implementation using the R/S theory, that was presented.
Mean function:

function Hu = MeanHurst(Y n)

%LEFT

sLeft = HurstRSPotLeft(Yn);

XLeft =sLeft(:,1);

YLeft =sLeft(:,2);

[HuLeft, R1Left] = RegresionLinear(logl0(X Left),logl0(Y Left));
plot(logl0(X Left),logl0(Y Left))

%RIGHT

sRight = HurstRS PotRight(Yn);

X Right = sRight(:,1);

Y Right = sRight(:,2);

[HuRight, R1Right] = RegresionLinear(logl0(X Right),logl0(Y Right));
Hu = (HuLeft + HuRight)/2;

endfunction

function RSPoint = HurstRSPotLeft(Yn)
n = length(Yn);

np = floor(log2(n));

Ynl=Yn(l:2"np);

pointGraf = ones(np — 1, 2);

fori=2:np

Yn2 = reshape(Ynl,2"i, length(Ynl)/2");
RSave = 0;

cont = 0;

forkl =1 :length(Yn2(1,:))

if std(Yn2(:,k1)) >0

cont = cont + 1;

[RS] = hurst1(Yn2(:, k1));

RSave = RSave + RS

endi f

endfor

RSave = RSave/cont;

pointGraf(i — 1,:) = [2"i/2RSave] ;
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endfor
RS Point = pointGraf;

endfunction

function RSPoint = HurstRSPotRight(Yn)
n = length(Yn);

np = floor(log2(n));
Ynl=Yn(n—2"np+1:n);

pointGraf = ones(np, 2);

fori=2:np

Yn2 = reshape(Ynl, 2", length(Ynl)/2");
RSave = 0;

cont = 0;

forkl =1 :length(Yn2(1,:))

if std(Yn2(:, k1)) >0

cont = cont + 1;

[RS] = hurst1(Yn2(:, k1));

RSave = RSave + RS

endi f

endfor

RSave = RSave/cont;

pointGraf(i — 1,:) = [2"i/2RSave] ;

endfor

RS Point = pointGraf;

endfunction

function RS = hurstl(x)

if (nargin!=1)

print_usage();

endi f

if (isscalar(z))

error (" hurst : xmustnotbeascalar”);
elseif (isvector(x))

x = reshape(x, length(z), 1);

endi f

[xr, xc] = size(x);
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s = std(z);
w = cumsum(x — mean(x));
RS = (max(w) — min(w))./s;

endfunction

function |a, R] = RegresionLinear(xi, yi)

nl = size(xi, 2);

a = (nl x sum(zi. * yi) — sum(xi) * sum(yi))/(nl * sum(zi.2) — sum(xi)"2);

b= (sum(yi) — a* sum(xi))/nl;

R = ((sum(xi.xyi)— (sum(xi)xsum(yi))/n1)"2)/((sum(xi.2) — (sum(xi)"2) /nl)*
(sum(yi."2) — (sum(yi)'2) /1)

end
B.2 Autocorrelations and Semivariograms

A summary taken from Malamud and Turcotte (1999) is presented here. In many
cases the persistence (or antipersistence) of a time series can be quantified by using
the correlation function. The autocorrelation function, r(s), at lag s, measures the
correlation of a time series with itself, y(t+s) compare with y(¢), at increasing values
of s. This is given by:

r(s) = 2(_(3); (B.5)

with the autocovariance function, c(s), given by

1

«s) = 7 / e+ s) — ) () — ) dt

and the autocovariance function at 0 lag, ¢(0), given by

1

(0) = 7 / ly(t) — g% dt = Va

The time series, y(t), is prescribed over the interval 0 < ¢ < T". The average and
variance of y(t) over the interval 7" are y and Va. The autocorrelation function, r(s),
is dimensionless and does not depend on the units of y(¢) or t. With s = 0 we have
c(s) = ¢(0) = Va, the variance of time series over the period 7", resulting in r(s) = 1.
With increasing lag, s, the values of r(s) become smaller as the statistical correlations

of y(t + s) with y(t) decrease. The plot of r(s) versus s is known as correlogram.
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Although the autocorrelation, Equation B.5, at a particular lag, s, can given in-
sight into the data, one is generally more interested in the overall structure of the
autocorrelation function taken over a range of lags. Large values of r(s) indicate a
strong correlation between those points in the time series that are separated by lag
s, small values of r(s) indicate weak correlation, and values of r(s) = 0 indicate
no correlation (white noise). Persistence here can be defined as a sequence of r(s)
that have positive values. If the values of r(s) are large, but then quickly droop to
r(s) = 0, we have an example of strong persistence over a short range of values. If
the values of r(s) are small (nonzero) and continue to stay small for very large lags,

then the persistence is weak and long-range.

For a discrete time series, the autocorrelation function, ry, is given by:

Ck

Ty = . (B.6)
with the autocovariance, ¢, given by:
| Nk
Ck = N—h) 2 (Yntk = U) (Yn — ) (B.7)
and the autocovariance at 0 lag (the variance) given by:
1 & e
€= ij (yn —9)° = Va. (B.8)

If the mean or variance vary with the length of the interval considered, then the
time series is nonstationary. It is inappropriate to use correlograms for non-
stationary time series, because the autocorrelation function, r(s), has the mean,
, in its definition. An alternative way to measure long-range correlation, which is
valid for both stationary and nonstationary time series, is the semivariogram ~.
Like the autocorrelation function, the semivariogram measures the dependence of

values in a time series that are separated by a lag, s.

For a discrete time series, the semivariogram, 7(s), is given by:

Ve = _(N - k) (ynJrk - yn>2 (B.9)



Increasing values of s or k£ correspond to increasing lag. The plot of v, vs k is known
as a semivariogram. For a stationary time series, the semivariogram, 7., and the
autocorrelation function, 7, are related. The mean of the time series, ¥, can be

added and subtracted within the summation in Equation B.9 to give:

1 N—k
_ 2
When expanded this gives:
1 N—k N—k N—k
Ve = 2N —h) Z(yn-i-k -9+ Z(yn -9 - Z 2(Yn+k — U)(Yn — Y)
n=1 n=1 n=1

(B.10)

Provided the time series is stationary, two of the terms in Equation B.10 are equiv-

alent to the variance in Equation B.8, giving:

1 N-k

Y =Va— =k > Wk —0) (a — 7). (B.11)

n=1

Substituting the definition for ¢; from B.7 into B.11 and using the definitions of ¢
from Equation B.8 and r; from B.6, we find:

= Va—c) = (v - vz—’;) =V (- (B.12)

For an uncorrelated time series we have r, = 0 and v, = Va. Both the autocor-
relation function and semivariograms have been applied by a number of author to

synthetic time series that exhibit long-range persistence.
Implementation
Using the definition for the semivariogram, v, given in Equation B.9,

function [Ha, R1] = Semivariogram(y)
N1 = size(y, 1);
potencia2 = floor(log2(N1));

gammal k=1 : potencia2;
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xi = 1: potencia?2;

fori=1": potencia2

k= 2"i;

contador = 0

forn=1:(N1-k)

contador = contador + (y(n + k) — y(n))"2;
end

gam_k = (1/(N1— k)) % contador;

gammaT k(i) = gam_k;

xi(1) = k;

end

yi = gammal k;

la, R] = RegresionLinear(logl0(xi),logl0(yi));
Ha = a/2; % Because v, 2H, where H, is the Hausdof f exponent
R1 = R;

end

function |a, R] = RegresionLinear(xi, yi)

nl = size(xi, 2);

a = (nl * sum(xi. * yi) — sum(xi) * sum(yi))/(nl * sum(zi.2) — sum(xi)"2);

b= (sum(yi) — a* sum(xi))/nl;

R = ((sum(xi.xyi)— (sum(xi)xsum(yi))/n1)"2)/((sum(xi.2) — (sum(xi)"2) /nl)*
(sum(yi."2) — (sum(yi)"2)/n1);

end
B.3 Power spectrum, implementation

beta = powspecscale(x, pflag) calculates the power spectral density, S(f), scaling
coefficient, beta, satisfying S(f) f=¢@. A Welch window is used to reduce spectral
leakage. The bin size is given by the distance between the first two points. A log-log
plot of S(f) against f is provided when pflag=1. Default: plag=0. Copyright (c) 2005
Patrick E. McSharry (patrick@mecsharry.net)

functionbeta = powspecscale(x, pflag) ifnargin < 2

pflag = 0;
end

218



N = length(x);

Ensure data has a mean of zero

r =x — mean(x);

Welch window
w=1-(([1: N]'=N/2)/(N/2)).%

Wss = mean(w.?);

calculate the spectrum
k = round(N/2);
s0 = (1/Wss) * (2/N) x abs(f ft(w. * x)).%;

s =s0(1:k);
f=1[1:k/N;
If = log0(f);
S =logl0(s);

estimate bin size as distance between first two points on log
frequency scale
Lf1 = logl0(f(1));
1f2 = log10(f(2));
Lf% = log10(f(k));
dlfb=1f2—1f1;

bin the data

lfrange = lfk — L f1;

NIfb = ceil(lfrange/dlfb);
Lfb=1f1—=0.5xdlfb+[1: NIfb] = dlLfb;

ind = find((1fb(1) — 0.5 dlfb <=1f)&(If <=1fb(1) + 0.5 % dlfb));
nind(1) = length(ind);
Slfb(1) = mean(S(ind));
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fori=2:NIlfb—1

ind = find((1fb(i) —0.5xdlfb <lf)&(If <=1fb(i) + 0.5 % dLfb));
nind(i) = length(ind);

Slfb(i) = mean(S(ind));

end

ind = find((Ifb(NIfb) — 0.5 dlfb < lf));

nind(NI1fb) = length(ind);

SULfb(NILfb) = mean(S(ind));

fit a line to the log-log plot

A = ones(NIfb,2);

A(:,2) = 1fY;

a = pinv(A) * SLfY;

Slfbpred = A * a;

ifpflag ==

figure;

loglog(f,s, b.—");

holdon;

loglog(10.Lfb,10.51fb, k.!] MarkerSize', 14);
loglog(10.11fb(1) I fo(N1fb)],10.LS1 fbpred(1)S1 fopred(NLfb)), k');
xlabel(' f');

ylabel('S(f)):

title(['S(f) f~PwithB =" num2str(—a(2))]);
end

beta = —a(2);
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APPENDIX C - GRAD SHAFRANOV EQUATION USING KINETIC
THEORY. ANALYTICAL SOLUTION

The number density, n;(7, t), is a macroscopic variable defined in configuration space

as the number of particles of type j, per unit volume, irrespective of velocity.

. 1 S
n;(7,t) = E/dGNj(T,V,t). (C.1)

Let d°N;(7,V,t) denote the number of particles of type j that, at the instant ¢, are
situated within the volume element d®>rd3v of phase space, about the coordinates
(7, V). The distribution function in phase space, f;(7,V,t), is defined as the density
of representative points of j-type particles of phase space, that is:
d°N; (7, v,
fi(T ¥, t) = # (C.2)

d3rd3v

It is assumed that the density of representative points in phase space does not vary
rapidly from one element of volume to the neighboring element, so that f;(7, v, ¢) can
be considered as a continuous function of its arguments. According to its definition
f;(r,v,t) is also a positive and finite function at any instant of time. In a volume
element d*rd®v, whose velocity coordinates (v,,v,,v,) are very large, the number
of representative points is relatively small since, in any macroscopic system, there
must be relatively few particles with very large velocities. Physical considerations
require therefore that f;(, v, ¢) must tend to zero as the velocity becomes infinitely

large.

The distribution function is, in general, a function of the position vector 7. When
this is the case the corresponding plasma is said to be inhomogeneous. In the absence
of external forces, however, a plasma initially inhomogeneous reaches, in the course
of time, an equilibrium state as a result of the mutual particle interactions. In this

homogeneous state the distribution function does not depend on 7.

In velocity space the distribution function can be anisotropic, when it depends on
the orientation of the velocity vector ¥, or isotropic, when it does not depend on
the orientation of ¥ but only on its magnitude, i.e., on the particle speed v = |V|.
A plasma in thermal equilibrium, for example, is characterized by a homogeneous,

isotropic, and time-independent distribution function. In a statistical sense the dis-
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tribution function provides a complete description of the system under consideration.
Knowing f;(7,v,t) we can deduce all the macroscopic variables of physical interest

for the type j species.

The dependence of the distribution function on the independent variables 7, v and ¢

is governed by an equation know as the Boltzmann equation. Let the Equation C.2:
d°N;(7,¥,t) = f;(7, ¥, t)d*rd®v (C.3)

Suppose that each particles is subjected to an external force F'. In the absence of par-
ticles interactions, a particle of type j with coordinates about (7, ¥) in phase space,
at the instant ¢, will be found after a time interval dt about the new coordinates
(7,v") such that

7 (t +dt) = 7(t) + Vdt (C.4)
VI(t 4 dt) = ¥(t) + ddt (C.5)

where @ = F /m; is the particle acceleration and m; its mass. Thus, all particles of
type j inside the volume element d®rd>v of phase space, about (7, V) at the instant ¢,
will occupy a new volume element d®r'd®v’, about (7,v/) after the interval dt. Since
we are considering the same particles at ¢ and ¢ 4 dt, we must have, in the absence
of collisions,

£ (PNt dt)dPr' dPo' = f(F, ¥, t)drd®o. (C.6)

The element of volume d®rd®v may become distorted in shape as a result of the
particles motion. The relation between the new element of volume and the initial
one is given by

dr'd*v = | T|dPrd*v

where J stands for the Jacobian of the transformation from the initial coordinates
(7,7) to the final ones (7,v’). For the transformation defined by the equations C.4
and C.5 we have | J| =1 (see pages 132-133 on Bittencourt (2004)), so that

d*r'd* = dPrd®v (C.7)
and C.6 becomes:
[f; (7, ¥, t + dt) — f;(7, ¥, )] d*rd*v = 0. (C.8)
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The first term on the left-hand side of C.8 can be expanded in a Taylor series about

f;(7,¥,t) as follows:
Fi(F+ Vdt, 7+ adt, t + dt) = f;(7, ¥, )+

9 ofy , 9fi, 9k of; , 90k, 0L
[875 * (”’” e Ty T8, ) T\ a0, T g, t 0, )| (€9

neglecting terms of order (dt)? and higher. Using the operator notation nabla in the

space of spatial (V) coordinates and velocities coordinates (V) respectively:

0 0 0
:A— | — z— ]-
v Toy Tt e, (C.10)
Um0y O (C.11)

We obtain from Equation C.9

Fi(F + ¥dt, ¥ + a@dt, t + dt) — f;(F,¥,t) =
9f;(r, ¥, t)

S TV VL) @ Vofy (7 5,0)| dt. (C.12)

Substituting this result into C.8 gives the the Boltzmann equation in absence of

collisions:
of;(r,¥,1)
ot

This equation can be rewritten as:

+ V-V f(rv,t)+d-V,f(r,v,t) =0. (C.13)

D f;(7,V,t)

= .14
Snl g, (C14)

where the operator D is:

%=%+\7-V+6-V1} (C.15)
represents the total derivative with respect to time, in phase space. Equation C.14
is a statement of the conservation of the density of representative points (f;) in
phase space. If we move along with a representative point alpha in phase space
and observe the density of representative points f;(r,V,t) in its neighborhood, we
find that this density remains constant in time. This result is known as Liouwville’s

theorem. Note that this result applies only to the special case which collisions, as well
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as radiation losses, processes of production, and loss of particles, are unimportant
(BITTENCOURT, 2004).

C.1 The Vlasov equation

A very useful approximate way to describe the dynamics of a plasma is to consider
that the plasma particle motions are governed by the applied external fields plus
the macroscopic average internal fields, smoothed in space and time, due to the
presence and motion of all plasma particles. The problem of obtaining the macro-
scopic (smoothed) internal electromagnetic fields, however, is still a complex one
and requires that a self-consistent solution be obtained (BITTENCOURT, 2004).

The Vlasov equation is a partial differential equation that describes the time evo-
lution of the distribution function in phase space and that directly incorporates
the smoothed macroscopic internal electromagnetic fields (BITTENCOURT, 2004). It
may be obtained from the Boltzmann equation C.13 with the collision term (6;/6t)ou
equal to zero, but including the internal smoothed fields in the force term,

of;

]_ — — —
—+VVf]+ —[Fe:vt‘Fq](El—'—\_fX Bl)] vaj = 0. (C16)
875 mj

Here ﬁezt represents the external force, including the Lorentz force associated with
any externally applied electric and magnetic fields, and E; and B; are internal
smoothed electric and magnetic fields due to the presence and motion of all charged
particles inside the plasma. In order that the internal macroscopic electromagnetic
fields EZ and éz be consistent with the macroscopic charge and current densities

existing in the plasma itself, they must satisfy Maxwell equations

l

v E=" (C.17)
€o
V-B; =0 (C.18)
. OB,
, . E.
V X Bz = o (J + 60681;) (020)

with the plasma charge density p and the plasma current density J given by the
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expressions:
p(7.t) = qunj(f, t) = qu/fj(ﬁ ¥, t)dv (C.21)
qun] T, t)u; (7, t) Zq]/_’f] 7, ¥, t)d*v (C.22)

the summations being over the different charged particle species in the plasma.
Here 1;(7,t) denotes the macroscopic average velocity for the particles of type j.
Equations C.16 to C.22 constitute a complete set of self-consistent equations to be

solved simultaneously.
Formal Solution to Equilibrium Vlasov Equation

We may also arrive at the Grad-Shafranov equation 2.40 using kinetic theory, and
following the work of Yoon and Lui (2005) an exact solution can be obtained. We
will rewrite in this subsection a part of the work of Yoon and Lui (2005), changing
the magnetic field orientation, that is B = B,(x,y)Z + B, (z,y)J. The class of kinetic
current sheet equilibrium to be discussed in the present subsection is a solution of

the equilibrium Vlasov kinetic equation derived from C.16, C.20 and C.22:

7+ V + (q;/m;c)(¥ x B) - (0/09)]f;(w,y,%) =0 (C.23)
V x B=dnJ/c, J= qu/wj@,y,v)dv (C.24)

We are further interested in a class of distributions which satisfy the current neutral-
ity condition along z (3, q; [ v.fi(z,y, ¥)d¥ = 0) and y (3, q; [ v, fj(x,y,V)dv =
0) axes and are charge neutral (3. q; [ f;(x,y, ¥)d¥ = 0). If we introduce the vector
potential, then one can see that only the z component remains nonzero, B =V x A,
where A = A(z,y)z. Then the solution to equilibrium Vlasov equation is any func-

tion of the characteristics:

P; = mjv, 4+ q;A(x,y)/c = const, (C.25)
H; = m;V*/2 = const, (C.26)

are available. These are the canonical momentum and the total Hamiltonian. From

this, we may construct the solution f; as any arbitrary function of P; and H;. Of
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infinitely many possible choices, we select the Gaussian functional form, from Harris
(1962),
fi(P;, Hj) = Njexp [—(H; — V;Pj +m;V}?/2)/T;] (C.27)

where N;, V;, and T} are multiplicative constants, which are related to the number
density n;, and isotropic kinetic temperature T}, for species labeled j (j = ¢ for the

ions and e for the electrons), through the definitions:

n; = no; exp (¢;V;A/cT;) , (C.28)
v%_ = 2T /m; (C.29)
No; = 7T3/2U§ijj. (030)

Physically, vz, is the thermal speed, m; and g; are the mass and charge, respectively,
and V; corresponds to the cross-field (diamagnetic) drift speed. Note that the solu-
tion C.27 will satisfy the (z and y component) current and charge neutrality only
if nge = ng; = ng and V;/T; = =V, /T, (also see Kan (1979)). We assume such a

condition henceforth.

Inserting the distribution function f; to the field equation in C.24 with 2.34 (ff =
A(z,y)z), we obtain

PA  9*A

C(ﬁ + 8—y2> = —47Tij‘noj‘/j exXp (q]‘/]A/CCFJ) s (031)
J

Let us introduce two constants, B2 = 8wng(T. + T;) and L = 2cT;/(¢B,V;), where

By will turn out to be the asymptotic (y?> — oo) magnetic field strength and L is the

characteristic scale length associated with the current sheet. We further introduce

dimensionless quantities,
X=z/L, Y=y/L V=-A/(LBy), (C.32)

where W is the normalized vector potential. Then the Equation C.31 or equilibrium

Ampere’s law (Grad-Shafranov equation) becomes,

v 92U _
8X2 + W =€ 2\11. (033)

Note that the density is given in term of U by n = n; = n. = nge 2¥. Thus the

problem of obtaining exact two-dimensional current sheet equilibrium solutions boils
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down to solving the above Grad-Shafranov equation for U(X,Y).

The general solution in terms of complex variable, T = X + ¢+ Y, was obtained
by Walker (1915). He first notes that any complex function of the form w(Y) =
g(T) 4+ h(Y*), where the asterisk denotes the complex conjugate, satisfies the ho-
mogeneous equation, 0*w/0X? + §%w/0Y* = 0. He then proceeds to write down an
inhomogeneous solution,

2

1 w
VXY =S = G a0 + (Gwjav )|

the validity of which can be checked by the inserting the previous solution to C.33.
For a specific choice of h(Y*). Walker (1915) selects h(Y*) = 1/¢*(YT). Then by
writing g(Y) = u(X,Y) 4+ tv(X,Y), where u and v are real functions, one can show
that:

s 1+u+0?
W= ——————,
(u— )2

dw\*_ (w\® _ —d(uk +1})

ox ) \oY) = (u—w)?
Here, ux = 0u/0X and vy = 0v/0X. Since Ov/0X = —0u/dY and Ou/0X =
—0v/0Y, Walker (1915) thus obtains the formal solution to C.33 as follows:

4 /|2
o2V _ 9]

= : C.34
(1+ g1’ (€3

where ¢’ = dg(Y)/dY. This result, which forms the basis for the reconstruction of
specific current sheet model, is also widely used in the theory of relativistic beam
equilibrium (BENFORD; BOOK, 1971). All that remains is the choice of specific func-
tional form for generating function g(Y'). There are infinite varieties of g(T) in a
purely mathematical sense, but not all choice will turn out to be useful from a

physical perspective.
Harris Solution

Harris model (HARRIS, 1962) can be obtained if we choose the generating function
as
g(T) = exp(¢Y). (C.35)
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Then, the specific solution becomes (with coshz = (e + €72)/2 = (€2® + 1)/(2¢%))
n/ng =e Y = sech’Y, W= —A(X,Y)/LBy=In(coshY). (C.36)

This is a one-dimensional model (X = 0), since B, = 0 and B, = BytanhY.
The profile of the cross-field current across Y is dictate by the density profile,
J./lqnoVi(1 + T./T;)] = sech?®Y, but the current density is uniform across X.

Fadeev solution

Fadeev model (FADEEYV et al., 1965) represents a filamentary current sheet, or equiv-
alently, an infinite chain of magnetic X-line. The generating function which results

in the Fadeev solution is
g(T) =w+ vV1+w?exp (7). (C.37)

When w = 0 one recovers the Harris model. Whith C.37, the solution are

J 1
672\Ij —= E = z =
no  qnoVi(l+T./T;)  wecos X + 1+ w?coshY
AX,Y
U= —% =In (w cos X + V1 + w? cosh Y) (C.38)
0

Two values of w = 0.5 and w = 5.0 can be used to plot the normalized vector
potential, ¥, for Fadeev model. The filamentary current density structure along X
axis are formed, and the nested closed magnetic field lines (O lines or magnetic

islands). Between every pair of magnetic islands is the magnetic null, or X point.

C.2 BENCHMARK CASE. RESULTS FOR GRAD-SHAFRANOV
EQUATION

Also a special form of the (suitably normalized, ¥ = —A/(LBj)) GS equation,
namely,

VA%, §) = e 24@D, (C.39)

can be used (YOON; LUT, 2005). If we choose & and g along the current sheet and to
be perpendicular to the current sheet respectively, then analytical solution is (see
Equation C.38'):

A(Z,7) = In{acos 7 + V1 + a2 cosh 1, (C.40)

lwhere w =&, X =7, Y = and ¥ = A(Z,7)
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The parameter & describe a string of nonlinear magnetic islands separated by X-
type neutral point (YOON; LUI, 2005). The solution shown in C.40 was derived of
the Harris model (HARRIS, 1962) by Fadeev et al. (1965) (Fadeev solution). A map
of the exact solution A(Z,7y) with & = 0.225 is:

0 10 20 30 40 50
X

Figure C.1 - Map of exact analytical solution (or benchmark solution). Field lines are sep-
arated by equal flux.

In Figure C.1 was plotted Equation C.40 in a grid of Z,,;,, = 0 and Z,,,, = 51 with
a total of 101 equidistant samples, separated by AZ = 51/101, in the other axis
Ay = 0.1AZ with §pi, = —5 and ¥mee = 5. The analytical solutions to Bz, By, B

are:

_0A V1+ a?sinhy

9y  acos®+ 1+ a%coshy ( )
B — 0A asin & (C.42)

YT U0 acosi + V1+a%coshy’

[e—2A 1
3 V3(&cos T + /1 + G2 cosh ) ( )

In Figure C.2, a total of 51 equidistant measurements of each Bz, By, Bz, A(Z,7)
versus Z at y = 0 are plotted. The dataset were interpolated by use of a cubic spline
to obtain a total of 101 equidistant samples, separated by AZ, idem to Hau and
Sonnerup (1999).

We check out the code to solve the GS equation using the Benchmark case given by
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Figure C.2 - Plot of (B;, By, Bz and A(Z,3)) versus & at § = 0.

Hau and Sonnerup (1999) recalculated by Lui et al. (2008). The theoretical model is
given by the partial differential Equation C.39 of magnetic vector potential A(Z,7)
where @ = 0.225, p = e 24/(3up), and B, = e */v/3. A map of exact analytical

solution given by Equation C.40 was shown in Figure C.1.

For testing, a frame velocity vector —Vyp = 0.8% + 0.08y + 0.16Z onto the Zg plane
was selected, as was proposed by Hau and Sonnerup (1999). The Zgy coordinate
system is rotated relative to the zy system by an angle of 5.7° (tan='(0.08/0.8) =
5.7°). To rotate a figure counterclockwise around the origin by some angle § = 5.7°
is equivalent to replacing every point with coordinates (Z,gy) by the point with

coordinates (z,y):

T =uxcosf —ysinb

y =xsinf + ycosb.

Thus, the coordinates (Zy) are changes by new coordinates zy in the exact solution,
A(Z,7):

A(x,y) = In{acos[z cos @ — ysinbf] + V1 + &2 cosh[rsinf + ycosf]}.  (C.44)

The map of the solution C.44 was shown in Figure C.3(a). We used a grid of z,,;, =
0 and x,., = 51 with a total of 101 equidistant samples, separated by Az = 51/101,
in the other axis Ay = 0.1Az with y,,;, = —5 and ¥, = 5. Also, seven plasma
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Figure C.3 - (a) Map of exact analytical solution, A(z,y) in xy plane. The Zg coordinate
system is rotated relative to the xy system by an angle of 5.7° Field lines are
separated by equal flux. In the other panels are show the exact solution in zy
plane of the others seven plasma parameters: (b) By; (¢) By; (d) B;; (e) p with
normalization 10°; (f) P, with normalization 10°; (g) J, with normalization
10° ; (h) Protq with normalization 10°.
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parameters can written in the xy coordinates system, i.e.,

~ 0A  asinfzcosd —ysinb]sinf 4 V1 4 &% sinh[z sin 6 + y cos ] cos 0

B, =5 =
dy acoslrcos — ysinf] + /1 + a2 cosh|x sin 6 + y cos 0]
B — 0A  asinfzcosf — ysinf]cosd — /1 + &2 sinh[x sin § 4 y cos f] sin 0
Y Ox acosl[z cosf — ysinf] + /1 + G2 cosh|z sin 6 + y cos 0] 7
B 672‘4(1'7?/) 1
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where, B,, B,, B, are the magnetic field components; p is the plasma pressure; P,
is the transverse pressure; J, is the axial current; P; is the total pressure; pg is
permeability of free space; § = 5.7°; the parameter & = 0.225 is a separation constant
which determines the properties of the solution. The Maps of above equations are
given in Figure C.3. In panel (a) is show the Map of exact analytical solution, A(z, y)
in xy plane. In the other panels are show the exact solution in xy plane of the others
seven plasma parameters: (b) By; (¢) By; (d) B.; (e) p with normalization 10%; (f) B,
with normalization 10%; (g) J. with normalization 10°; (h) Py with normalization
10°.

The map of the function A(z,y) has been determined from the initial condi-
tion at points y = 0, ie., A(z,0) = — [§ By(z",0)da", B,(z,0),p(z,0) and
[d(p+ B?/2p0)/dA], 0. The plot of B, B,, B, at y = 0 as function of z are shown in
Figure C.4(a). Panel (b) shows the plot of A at y = 0 as function of x while in panel
(c) is plot the plasma pressure, p(z,0). Figure C.4(d) shows the curve of measured
values of P;(z,0) = (p+ B?/2u) versus their corresponding A(z, 0) values, the curve

fitting is P (z,0) = 0.398e 240,
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The map of numerical solution of Grad-Shafranov equation is shown in Fig-
ure C.5(a). Figure C.5 has the same format that C.3 but it was obtained of the
numerical solution of Grad-Shafranov equation. In all panels, on the bottom right

corner is the highest error observed.

{Bz, By, Bx}

X X
(a) (b)
0.8
0.4
0.6
« 0.3
2 S04
g02 Z
%01 0.2
0.0f----------mm oo 0.0
0 10 20 30 40 50 0 1 2 3 4
X AX,0

(c) (d)

Figure C.4 - Reconstruction of Benchmark case with invariant (z) axis rotates around 6 =
5.7°. (a) By, By, B, at y = 0 as function of z; (b) A at y = 0 as function of
x; (c) p at y = 0 as function of x; (d) P; as function of A at y = 0, the curve
fitting is Pt(A) = 0.398¢24.

C.3 Improved numerical resolution

Plots of magnetic field lines for benchmark solution similar to Figure 1 in the paper
of Hau and Sonnerup (1999) is obtained by us. Thus, Figure C.6 shows: (a) is the
same graphic shows in the Figure C.3(a) i.e., map of exact solution A(x,y); (b) the
numerical solution derived from the initial condition, as shown in the Figure C.4.
The integration domain was extended to 51 points in the z axis and from —5 to
5 in y axis, since in Hau and Sonnerup (1999) the domain is 0 < = < 40 and
—2.5 < y < 2.5. Panel (c) is the contours of constant error, (Acue — Aezact)/{|A|),
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Figure C.5 - (a) Map of numerical solution, A(z,y) in zy plane. The Zy coordinate system
is rotated relative to the zy system by an angle of 5.7° Field lines are separated
by equal flux. In the other panels are show the numerical solution in zy plane
of the others seven plasma parameters: (b) By; (c) By; (d) B.; (e) p with
normalization 10°; (f) P, with normalization 10°; (g) J, with normalization

10%; (h) Protq with normalization 10°.
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where (|A|) is the average of the magnitude of A over the map. Panel (d) is a zoom

of (¢), so that is equal to Figure 1 (bottom panel) of Hau and Sonnerup (1999).

D

Figure C.6 - Contours of constant error, (Acqe — Aezact)/(JA]), where (|A|) is the average
of the magnitude of A over the map. Error contours are separated by 1%. (a)
Analytical solution map of A(z,y); (b) numerical solution map of A(x,y); (c)
contours of constant error; (d) zoom of contours of constant error, idem to
shown in Figure 1 of Hau and Sonnerup (1999).

We propose some changes in the resolution scheme of the Grad-Shafranov equation

to improve the solution. We will be talking about four methods:

1) (HS99 method) The solution is idem as explain in the paper of Hau and Sonnerup
(1999). In the version of Hau and Sonnerup (1999) GS solver, they attempt
to suppress the development of the singularities associated with the shortest
wavelengths by doing running an filter (see Equations 10 and 11 in that paper
or Equations 4.32 and 4.33 in this thesis) in A(z, Ay) for each integration step.
The previous numerical solution map with its contours of constant error map are

shown in the panels of Figure C.6. The more important information is that here,

235



B, (z, Ay) is not filtered (see Figure C.7(b)) and in the difference scheme at each

step Ay second-order Taylor expansion with second order of accuracy was used.

2) (first method) During the integration scheme at the same time are filtered
Az, Ay) and B,(z, Ay) (see Figure C.7(c)) respectively.

3) (second method) B,(x, Ay) is not filtered. The derivative 9> A/0%x is calculated
numerically, using a central difference scheme at each step Ay of the integration,
resulting in the rectangular box by writing it at the i point, a second-order Taylor
expansion with sixth order of accuracy (Hau and Sonnerup (1999) used second
order of accuracy): (02A4/02%); = (g5Ai—s — a5 Aio + 341 — BA; + 3454, —
a0 div2 + ggAira) /[ (Az)? + O(Aa?),

1 3
90 30

4) (third method) It is a combination of the first and second methods respectively.

The Figure C.7(a) shows the exact solution map of B,. The panels (b) and (d)
shows numerical solution map of B, without filter it; in both panels are used “HS99
method” and “second method” respectively. The panel (c) shows map of B, using
the first method (B, is filtered) and improve the numerical solution. In panel (e)
the third method is used, and it is improved the numerical solution. Grad-Shafranov
equation has the nonlinearity in the term d(P;)/dA, during the integration scheme

B, values are obtained from the first order Taylor expansion,
B,(7, £Ay) = B,(z,0) + (0°A/0y?)..0Ay,

and the second derivative in the above equation can be evaluated from GS equation,

PAY _ (PA\  dP(A@,0))
o)., \a2),, T aa

This justifies the need to filter B, during the integration scheme.

After obtaining the solution is reduces the integration domain to remove the in-
fluence of the boundaries. Thus, in Figure C.8 the maps of A(z,y) are shown in
agrid of 5 < x < 45 and —4.5 < y < 4.5. In each pair of panels from top to
bottom are shown: (a) the exact solution map and (b) contours of constant error,
(Acate — Aczact)/{|A]), using the HS99 method; (c¢) and (d) the numerical solution
map using the first method and contours of constant error; (e) and (f) are similar
to (c) and (d) but for second method; (g) and (h) are similar to (c¢) and (d) but for
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Figure C.7 - (a) Map of exact analytical solution, B,(z,y) in xy plane. The other panels
show numerical solution maps of B,, where are used the following methods:
(b) HS method; (c) first method; (d) second method; (e) third method.
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third method. The panels of contours of constant error are compared with the panel
(b). The solution greatly improves when we use the first method (see panel (d)). On
the other hand, there is not improvement when using the second method (see panel
(f)). The third method also improves the solution and is the best method (see panel
(h)). Summary, the solution in the paper of Hau and Sonnerup (1999) was improved
with these proposals. Other method to improve the GS solver are presented by the
same authors in Hu and Sonnerup (2003), Appendix A.

C.4 Orientation of Magnetic flux ropes

Taken from Hu and Sonnerup (2002): The right panel of Figure C.9 illustrates a plot
of P(x,0) versus A(x,0), obtained by using an incorrect z axis (rotated around the
true x axis by 3°), for the Lundquist flux-rope, a cross section of which is shown in
the left panel. The small circles starting at A — 0 represent the data points collected
by a virtual spacecraft along the first half of its trajectory, projected along the x
axis, when it penetrates the structure from its left edge toward the center. After it
passes the point of closest approach, where the value A = A,, is reached, the data
along the second half of the spacecraft trajectory are represented by the stars. They
drop to lower P; values, passing the value A = A; (A; = 0 in this case) again, while
the spacecraft is moving away from the center of the structure toward its right edge.
However, the stars do not follow the curve through the circles from the first half of

the data interval.

The separation between the curves, threaded by the circles and stars, respectively, is
an indication that the z axis chosen is not right. For the correct z axis the magnetic
field lines having potentials between A; and A,, are crossed exactly twice by the
spacecraft, in the first half and the second half of its trajectory, separately. The data
from the two halves ought to have exactly the same P, value for the same A value.
In other words, for the correct choice of z axis all the circles and stars in the right

panel of Figure C.9 should lie on one single-valued curve representing P,(A).

The arrow tip of the trial axis varies on a hemisphere, representing all possible
directions in 3-D space. A fitting residue for P;(A), associated with each trial axis,
is also calculated. The precise definition of this residue will be given below. The

optimal invariant direction is the minimum-residue direction.

The plot between A = A; and A = A,, in the right panel of Figure C.9 provides an
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Figure C.8 - In each pair of panels from top to bottom are shown: (a) the exact solution

map and (b) contours of constant error, (Acue — Aezact)/{|A]), using the HS99
method; (¢) and (d) the numerical solution map using the first method and
contours of constant error; (e) and (f) are similar to (c) and (d) but for second
method; (g) and (h) are similar to (c¢) and (d) but for third method.
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Figure C.9 - Illustration of behavior of P;(A) for an incorrect z axis orientation. (left)
Cross section of Lundquist flux rope for &Ly = 0.55 (Lo being the length
normalization), centered at (z,y) = (0,0.5), with the correct z axis. The x
axis (y = 0) denotes the projected spacecraft trajectory. (right) Scatter plot of
P,(x,0) versus A(z,0) for an incorrect z axis. See the text for an explanation
of the symbols. SOURCE: Hu and Sonnerup (2002).

example for the chosen trial axis. That data interval is utilized in the calculation of
the fitting residue. The data from the first half and the second half of the adaptive
interval, respectively, are interpolated onto a stencil of uniformly spaced grid points
along the A axis, between its minimum and maximum values. For example, in the
right panel of Figure C.9 the interval A € [A;, A,,,] is uniformly divided by myg
points with integer index, i € [1,--- ,mg], to form such a stencil. Then components
of an my-dimensional residue vector are obtained by pair-wise subtraction of the
interpolated first-half data from their second-half counterparts. The fitting residue,
RES = Ry, is calculated by taking the 2-norm of the residue vector and then

normalizing it by |max(P,) — min(P,)|, i.e.,

2

/|maz(P;) — min(P;)|. (C.45)

mo

Z (Ptl,ft - Ptz,znd)2

i=1

RES =

One pair of such interpolated data at ¢ = 7y, with corresponding transverse pressure
value, P/5 and P??, is illustrated in the right panel of Figure C.9. The minimum-
residue direction is the direction along which the residue calculated from Equa-

tion C.45 has its absolute minimum. The normalization in Equation C.45 by the
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range of P, is necessary to avoid obtaining an erroneous axis direction such that the
slope of P,(A) is nearly zero, which would be equivalent to nearly zero axial current

density.
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APPENDIX D - REVIEW OF THE GRAD-SHAFRANOV EQUATION
USEFUL IN THE RECONSTRUCTION OF TWO-DIMENSIONAL
COHERENT STRUCTURES IN THE MAGNETOPAUSE
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Figure D.1 - Time series of AMPTE/IRM measurements during magnetopause crossing,
October 19, 1984, in the interval 05 : 17 : 41 — 05 : 22 : 03 UT. The vertical
dashed lines number 1 and 2 correspond at the dates 05 : 19 : 35 and 05 :
19 : 48 respectively. (a) By, By, B, in nT (GSE); (b) Electron velocity and
proton velocity; (¢) number proton density, number electron density, electron
temperature and proton temperature.

The procedures used in the reconstruction scheme following the work of (HAU; SON-
NERUP, 1999) are (Note that all figures to be presented were obtained by us):

1) Input Data:

The data analysis utilizes a set of K measured values, at constant time intervals,
of GSE components of magnetic field (Bx, By, Bz), plasma velocity (vx, vy, vz)
in GSE to electron and proton, plasma density N = N, + NN, and temperature
T = (T, + T.)/2. Plots of GSE magnetic field components, plasma number den-

sity, and temperature versus time (with 4.37 s of resolution) for the spacecraft
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AMPTE/IRM! crossing the magnetopause, October 19, 1984, in the interval
05:17:41—-05:22:03 UT , are shown in Figure D.1 (HAU; SONNERUP, 1999).
The vertical dashed lines number 1 and 2 correspond at the dates 05 : 19 : 35 and
05 : 19 : 48 respectively. In the first interval (05: 17 : 41 —05: 19 : 35 UT) have
been calculated the eigenvalues and eigenvectors derived from MVA. To capture
more of the magnetopause structure, the interval used in the reconstruction was
extended to 05 : 17 : 41 — 05 : 19 : 48 UT by Hau and Sonnerup (1999) and
contained K = 30 original data points. These data will be useful to calculate

deHoffman - Teller frame and the plasma pressure to resolve the GS equation.

Use minimum-variance analysis (SONNERUP; CAHILL, 1967; SONNERUP;
SCHEIBLE, 1998; BOTHMER; SCHWENN, 1998):

We used MVA on the measured magnetic field vectors (By, By, Bz) in GSE, to
determine 7, the vector normal to the magnetopause. In this chapter a detailed
study about the MVA was presented. The magnetic field components which were
used correspond to October 19, 1984, in the interval 05 : 17 : 41—05:19: 35 UT.
The figure D.2(a) and D.2(b) show results from MVA over this data intervals (27
data points) in the form of magnetic hodograms (HAU; SONNERUP, 1999). The
eigenvalues of the magnetic variance matrix are i, Ao, A3, in order of declining
size and the corresponding normalized eigenvectors, z; = By, #y = By, #3 = By
in which eigenvector 23 = By is the magnetopause normal: T3 = By = ii. A
comparison of our results with those of the Hau and Sonnerup (1999) are shown
in Table D.1 where can be see the quantification information. In the paper appear
an incorrect eigenvalue of \3 = 9.6, but the correct eigenvalue is A3 = 7.6; we
prove that is a digitalization error, in the subsequent results was used A3 = 7.6.
Note that, the two top panels in Figure 5 of Hau and Sonnerup (1999) are the
hodograms in the interval 05: 17 : 41 —05: 19 : 48 UT, and not correspond with
was wrote by the authors in the caption (the interval 05 : 17 : 41 — 05 : 19 : 35
UT). In the last four rows of Table D.1 the values for the extended interval are
shown. These values are not used in subsequent reconstruction because exist a

physical problem that we will be explained in the following item.

Determine the deHoffman - Teller frame velocity:

The deHoffman-Teller velocity is a velocity where the residual electric field

is minimized. The existence of an HT frame indicates that a coherent quasi-

thttp:/ /www-ssg.sr.unh.edu/index.html?tof /Missions / Ampte-irm /amptemain.html
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Figure D.2 - Analysis results for AMPTE/IRM event, October 19, 1984, in the interval
05:17:41—-05:19: 35 UT. The eigenvalues and eigenvectors of the magnetic
hodogram pair from MVA, in the two top panels, are shown in the first rows
of Table D.1. In the two bottom panels, the colors represent the components,
ie., red = x, black = y, blue = z. The crosses are to identify points that were
eliminated by Hau and Sonnerup (1999) to calculate the correlation coefficient
(ccqu) and the slope (slopegy) of the linear fit. (a) Maximum Variance; (b)
Minimum Variance; (¢) HT correlation with cc,; = 0.974 and slopey
0.998; (d) Walén correlation. with ccyyy = —0.433, slopeq; = —0.080.
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Table D.1 - The eigenvalues of the magnetic variance matrix are Aj, Ag, Az, in order of
dechmng size and the corresponding normalized eigenvectors, &1 = By, &9 =
B M, T3 = B ~. Our results, shown in the third column, are consistent with the
second column. The different results (A\3) are shown in red.

October 19,1984, 0517:41-0519:35

Parameters  Hau and Sonnerup (1999) Our implementation
z1, Br, (—0.4095; —0.6698; 0.6194) (—0.4095; —0.6698; 0.6194)
i, B (—0.3195; —0.5306; —0.7851) (—0.3195; —0.5306; —0.7851)
i3, By (0.8545; —0.5194; 0.0033) (0.8545; —0.5194; 0.0033)

(A1, A2, As] [1530.4,114.7,9.6] [1530.4,114.7, 7.6]
October 19,1984, 0517:41-0519:48
i1, By - (—0.4377; —0.6757; 0.5931)
&9, By - (—0.3419; —0.4850; —0.8049)
is, By - (0.8316; —0.5551; —0.0188)
(A1, A2, As) - [1929.3,109.997, 9.6]

stationary pattern of magnetic field and plasma velocity such as a wave or cur-
rent layer, is present. If the electric field measured in the instrument frame is
E, then the electric field in the HT frame, assuming such a frame exist, is
E' = E + Vyr x B = 0 (KHRABROV; SONNERUP, 1998). The Faraday’s law
evaluated in the HT frame is V x E' = —(0B/0t)’ = 0. The existence of the HT
frame implies that the magnetic field structure sampled is stationary when viewed
in that frame. When the data to be analyzed have been collected within regions
and structures where ideal MHD is approximately valid so that E+7x B 0,
then the convective electric field, —v/ x g, can be used as a proxy for the electric
field (KHRABROV; SONNERUP, 1998). To obtain an approximation to Vyr from
a set of M experimental data (following the work of Khrabrov and Sonnerup
(1998)), the mean square of the electric field (denoted by D(V)) is as small as

possible for the given set of M measurements:

_ R 2
(™ — V) x B™

| —
M=

m=1 m=1

The HT velocity is the value of the frame velocity, ‘7, that minimizes D (VD =
0). The solution is (KHRABROV; SONNERUP, 1998):

Virr = Ko H(KMgm)) | (D.1)
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Table D.2 - Applying the formula D.1 in the two intervals gives the components of

the VHT in GSE coordinates. Its component along the outward directed
magnetopause normal, 7 = &3 = (0.8545;—0.5194;0.0033) (n = 23 =
(0.8316; —0.5551; —0.0188)) in GSE, taken from the first (second) interval, is
—9.08 km/s (1.1 km/s). The correlation coefficients (ccq) are different with
the paper because the point represented with crosses (x) in Figure D.2(d) were
eliminated by Hau and Sonnerup (1999) to do the calculations.

October 19,1984, 0517:41-0519:35

Parameters Hau and Sonnerup (1999) Our implementation
Var (—142; —215;72)km/s (—141.9, —215.5;72.5)km/s
VHT N = VHT . .TA}3 —9km/s —9()8k77l/é
CCall 0.994 0.974
slopean - 0.998
CCqll—W alen - —0.433
slopeqi—walen - —0.080
October 19,1984, 0517:41-0519:48
Vir - (—142.2, —217.5: 77.3)km/s
Var - = Vyr - 3 - 1.1km/s
CCall 0.987 0.973
slopean - 1.001

the angle brackets (- - -) denote an average of an enclosed quantity over the set of
M measurements, and K, = (K™) with K, is non-singular matrix. In these ex-
pressions, each K™ is the matrix of projection, P(™, into a plane perpendicular
to B, multiplied by B™”:

B(m)Byn)
K — Bm? <5W - ’%(T = B(m)QP}ET). (D.2)

We wrote a program to calculate Vg according to the Equations D.1 and D.2,
in Table D.2, the results for the two intervals are shown. Its component along the
outward directed magnetopause normal, n in GSE, taken from the first (second)
interval, is —9.08 km/s (1.1 km/s). In the second interval the inconsistency is that
Vyr, the HT frame velocity, has a small positive component along n, whereas the
sense of the traversal, from the magnetosphere to the magnetosheath, requires
this component to be negative. This discrepancy is within error bounds when
allowance is made for the estimated uncertainties in the plasma measurements,
in the normal vector, and in Vi (KHRABROV; SONNERUP, 1998). In that study,
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Hau and Sonnerup (1999) used the HT - frame derived from the first interval,
where Vyr < 0, and extend this interval in the reconstruction. In the following

step, we must prove that a very good HT frame exists for this interval.

deHoffman - Teller correlation:

In a tangential discontinuity (TD) is where no magnetic field along the normal
component, (§> -n = 0, nor any plasma transport across the discontinuity. In a
rotational discontinuity (RD) is where a finite magnetic field component along the
normal, <§) -n # 0, and plasma flow across the boundary. To give an impression
of the quality of the HT frame, the two electric fields E(™ = —gm x B(™ and
E};? = —Vir x B™ are plotted against each other, component by component,
in Figure D.2(c). The correlation between these two field is seen to be very
good: the correlation coefficients is cc,; = 0.974. The slope of the linear fit
is slopeqa; = 0.998. To compare this results with Hau and Sonnerup (1999) see
Table D.2. The correlation coefficients (ccyy;) are different with the paper because
the point represented with crosses (x) in Figure D.2(c) were eliminated by Hau
and Sonnerup (1999) to do the calculations. A high correlation mean existence of
a TD, where in the simple two-fluid model, the magnetic field is frozen into the
plasma fluid (E' = 0) (KHRABROV; SONNERUP, 1998). The cross section of the
the magnetopause appears to be that of a basic TD, where the structures in the
transverse magnetic field were generated by the tearing mode (HAU; SONNERUP,

1999).

Walén correlation:

If we examine the plasma velocity, Vi =V — Vur, in the HT frame and their
relation to the local measured Alfvén velocity (Vi = B(uopo) /2), the plasma
velocity is small compared to the corresponding Alfvén and sound speeds. A
component by component scatter plot of these two velocities, referred to as a
Walén plot, is shown in Figure D.2(d). In magnetopause reconnection events
where V' is proportional to V4 the magnetopause had the structure of a large-
amplitude Alfvén wave or RD for which (B) -7 # 0 and V' = £V, where
the sign on the right-hand side is the same as the sign of the product, ((V') -
7)((B) - 1) (KHRABROV; SONNERUP, 1998). For such structures, the data points
in the scatter plot fall along one of the diagonals in a Walén plot, that is not
the case in a HT-frame. For the data set in Figure D.2(d), the Walén test is not

successful: the correlation coefficients is ccy—waien = —0.433 while the slope of
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Table D.3 - The results from the GS coordinate system are shown here, using the trial

angle, and the optimal angle of —40° chosen by Hau and Sonnerup (1999).

October 19,1984, 0517:41-0519:35

7)

GS System 0 =0° 0 = —40°
T = (0.410;0.670; —0.619) (0.108;0.172; —0.979)
Th = (0.855; —0.519; 0.003) (0.855; —0.519; 0.003)
T = (—0.320; —0.531; —0.785) (—0.508; —0.837; —0.203)
Vare = 247.49 km /s 123.75 km/s
T = (0.441;0.650; —0.619) (0.171;0.133; —0.976)
Y= (0.839; —0.544; —0.026) (0.844; —0.531; 0.075)
Z= (—0.320; —0.531; —0.785) (—0.508; —0.837; —0.203)
the linear fit is slopeq—waen = —0.080, the data are clustered around V' = 0.

The conclusion can be drawn that the magnetopause structure examined here was
that of a TD, rather than that of a RD. In the practice, the current layer did not
have purely one-dimensional structure, substantial fluctuations in the individual
values, B - are presented. If a good HT frame exists, these fluctuations can be
interpreted as being caused by 2-D or 3-D quasi-stationary structures moving
past the spacecraft with the HT velocity (KHRABROV; SONNERUP, 1998). Also,
the exist of a TD justified the neglect of inertial terms in the momentum equation

and reducing it to a static balance that was shown in equation 2.5.

Grad-Shafranov coordinate system:

When we found a convecting 2D structure, one may proceed to define the nor-
mal to the GS plane. Let us denote the axes from the MVA by (Z1, 29, 23),
corresponding to minimum, intermediate and maximum variance directions. To
define the two axes on the GS plane. We make two adjustments. The first is
a rotation about the x3 axis by an angle 6 to give the new coordinate system
T, &Y, 34, e, Th = T3, 34 = Ty cos(f) — 1 sin(f). A trial angle is used initially.
The second is the projection of deHoffman-Teller velocity onto the 2/, plane,
ie. Vagre = (Var - #1)2) + (Vgr - 24)&,. The final GS coordinate system (z, g, 2)
is formed with this projection, i. e., & = —Vyr/|Vur|, 2 = 4,9 = 2 x T (HAU;
SONNERUP, 1999). The results from the GS coordinate system (zyz) are shown in
Table D.3, using the trial angle and the optimal angle of —40° chosen by Hau and

Sonnerup (1999). These results are not shown by the aforementioned authors.
Distance along = axis:
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If we observed in the HT frame, the spacecraft moves with speed |Vyr| along
the x axis, toward increasing x values, during the magnetopause traversal (HAU;
SONNERUP, 1999). The data points, magnetic field and plasma pressure, are
separated by distances Vyr,7 along x, where 7 is the time between consecutive
data samples. The conversion of time t to distance x along the x axis is x =
|Vir:|t. In the studied time interval, october 19, 1984, 05 : 17 : 41 — 05 : 19 :
48, time series for distance z is (0,123.7,247.45,...,15592.2,15715.97) km with
K = 30 original data point. The distance = is normalize by 2, = 482 km (HAU;
SONNERUP, 1999). In the Figure D.3(a) Bx, By, Bz projection in GS system
(xyz) vs = are shown. The distance z was normalized by z, = 482 km (HAU;

SONNERUP, 1999) while field components by By = 81.2 nT.

Compute A(z,0):

Due to time-independence and constant V7, time intervals can be directly con-
verted into spatial distances with dx = —Vyr2dt. The vector potential A(zx,0)
along x is obtained using the equation (5) of Hau and Sonnerup (1999) paper

(see a best explication in Sonnerup and Guo (1996)):

Az, 0) = —/ By (z")dx",
0

where By (z") (2" is a dummy variable) is the projection of magnetic field in the
GS system (zyz). To use the above expression, the structure is assumed time
stationary. Here was used the extended data intervals, 05 : 17 : 41 — 05 : 19 : 48.
Extrapolating functions are used in regions of the integration domain which are
not covered by observations, commonly taken as second or third-order polynomial
functions. Vector potential A at y = 0 as a function of = was shown in Figure
D.3(b) (idem to Figure 6 shown by Hau and Sonnerup (1999)).

Compute the pressures: P, and p:

The other initial conditions to do the GS reconstruction are derived of the
pressures, P, and p. The plasma pressure is p = KoNT [Pa), where N =
(ne + np) 10° [1/m?] is the plasma density, T = ((T. + T,)/2) 10° [K] is the
temperature, and ko = 1.380603 10723 [J-m - K~' = Pa-m?- K] is the Boltz-
mann constant. The transverse pressure, P, = (p + B/2ug) [Pa] with B, [T] is
the projection onto the GS coordinates system, o = 47 1077 [N/A?] permeabil-
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0.0
g -0.2
E;
o 8 -04
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-1.0
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S04 %o3
Q &
203 © 0.2
o
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0 10 20 30 40 0 10 20 30 40
X /482 X /482

(c) (d)

Figure D.3 - Analysis results for AMPTE/IRM event, October 19, 1984, in the interval
05 : 17 : 41 — 05 : 19 : 48 UT for optimal angle, § = —40°, of invariant
(z) axis. Normalizations in the four panels are as follows. For distance x:
xo = 482 km. For vector potential A: Ag = 39100 Tm. For pressures p and
P;: pg = 5.25 1072 Pa. For field components: By = 81.2 nT. (a) Bx, By, Bz
projection in GS system (xyz) vs z; (b) A at y = 0 as a function of z; (c)
Transverse pressure P; as a function of z; (d) Plasma pressure p as a function
of x.
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ity of free space. Plasma pressure and transverse pressure at y = 0 as a function

of x were shown in Figures D.3(d) and D.3(c) respectively.

10) Plot P, vs A(x,0) and fit a function:
The Grad-Shafranov equation 4.29 at y = 0 is transformed as:

PAY _(PA\ dPR(A@0)
o2 ), \o2),, T A

0.6 0.6
0.5 05
504 504
g &
©03 £03
[ e
0.2 0.2
0.1 0.1 :
Z10 -08 -06 -04 -02 00 210 -08 -06 -04 -02 00 02 04
A/39100 A/39100

(a) (b)

5

Figure D.4 - a) P;(x,0) as function of A(z,0) where P;(A) = 0.51 + 0.10e™ 24 — 0.43¢~4.
b)P;(x,0) as function of A(x,0) with linear tail where P;(A) = 0.29 +
0.08¢734 — 0.25¢=4 and P,(A) = —0.034 + 0.12.

The second term in the right hand is a first order derivative. An analytic function,
P,(A) is needed to solve it. One way to do this, is prepare a plot of P,(z,0) versus
A(z,0) and fit an exponential curve used in the reconstruction as was shown in
Figure D.4(a).

The first derivative of the exponential function is an initial condition that is
used along all reconstruction. In Figure D.4(a) the curve shown as a solid black
line represents a least squares fitting polynomial exponential function. The fitted
exponential function was P,(A) = 0.51 4 0.10e"2* — 0.43¢~4. But, the great
values of P, could create singular points (the problem is ill-posed), affecting to
make a correct reconstruction. Then, starting with the last value of A(x,0), from
the right plot, we set a sequence of tangent lines to the curve until the slope has
a negative value. Thus, in Figure D.4(b) was presented a fitted by an exponential

5

polynomial (black line: P,(A) = 0.29+40.08¢~24 —0.25¢=4 ) with linear tails (red
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11)

{B2/81.2, By/81.2, Bx/81.2}

line: P,(A) = —0.03A + 0.12). Similar to Hau and Sonnerup (1999) the adjust
shown in Figure D.4(b) was used in this reconstruction. However, the adjusting
mathematical expressions are not offered by them. The way to make this adjust
has been improved in subsequent articles (HU; SONNERUP, 2003), but that issue
is not addressed here.

Interpolation using cubic splines:

Interpolation of the data is performed by use of a cubic spline to generate spatial
increments Az suitable for the integration. Az = |(z¢ — zy)|/N where N =
128 is the number of interpolation points between each original sample. The
interpolations using the cubic spline was shown in Figure D.5. Format of the

Figure D.5 is the same as in Figure D.3.

0.0
-0.2
g -0.4
3
< -0.§
-0.8
-10% 10 20 30 40
X /482 X /482
(a) (b)
6 05
05 0.4
0.4 o3
9
0.3 5 0.2
o
0.2 0.1
0.1 0.0
0 10 20 30 40 0 10 20 30 40
X /482 X /482

(c) (d)

Figure D.5 - Analysis results for AMPTE/IRM event, October 19, 1984, in the interval

05:17 :41 — 05 : 19 : 48 UT for optimal angle, § = —40°, of invariant (z)
axis. Format is the same as in Figure D.3, but an interpolation (N = 128) of
the data is performed by use of a cubic spline to generate spatial increments
Az suitable for the integration. (a) Bx, By, Bz projection in GS system (xyz)
vs z; (b) A at y = 0 as a function of z; (c¢) Transverse pressure P; as a function
of z; (d)Plasma pressure p as a function of x.
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12)

13)

Grad-Shafranov Solver:

The Grad-Shafranov equation with A(z,0), (0A/0x),0 = —DB,(z,0),
(02A)02?) 0, (0A)OY)ro = Bi(x,0), and [d(p + B2/2p0)/dA]. o as input data
can be resolved. The GS solver generates a map of A(x,y) around the spacecraft
trajectory (z axis) wWith —¥mar < ¥ < Ymaz- In Appendix C a detailed discus-
sion about the numerical resolution of GS equation using an analytical solution
is presented. The improvement of the error in the numerical solution is a novel

result presented in this thesis (see Appendix C).

Optimal choice of rotation angle (0):

Apply the criteria for optimal choice of z axis, as described at the end of section
2.2 of Hau and Sonnerup (1999) and improvement in Hu and Sonnerup (2003).
If these criteria appear to be poorly met, return to step 6, select a new angle
6 for rotation of Z about the normal vector 7, and repeat the calculation (HAU;
SONNERUP, 1999).
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APPENDIX E - FINITE DIFFERENCES SCHEME

The approximation of derivatives by finite differences plays a central role in finite
difference methods for the numerical solution of differential equations. If the spacing
Az is constant. If the 4*"-order Taylor expansion with x; = iAz is used. A forward

differences to A;y 1, Aiv2 and Ay 3 with z—x¢g = (Az, 2Az,3Ax) in i are respectively:
1 2 1 3 4
4
Ajpo = A + 2A,; Az + §Am|iAx2 + %AxmhAxg + O(Az?)

2

The above equations can be written as a system of equations:

1 1
a%mmmé+AmAx+§Amwm¥:AHI—Aﬁwaf)

4

2

To solve the system, it can be written in matrix form:

After adding and subtracting rows of the matrix, the system is:

1/6 1 1/2 Aisr — A+ O(Az?)
0 0 —1 5Ai+1 — 4Al'+2 + Ai+3 — QAZ + O(Al’4),

then the 3" row is the second-order Taylor expansion for forward differentiation at

point ¢:

On the other hand a backward differences to A;,_1, A;_» and A;_3 with x — x¢ =
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(—=Az, —2Ax,—3Ax) in i are respectively:

zAmm|iAx3 + O(Az?h).

Similarly to the previous case:

-1/6 -1 1/2| Ay — A; +O(Az?)
—8/6 —2 4/2| Ai_»— A+ O(Az?)
—27/6 =3 9/2| A5 — A; + O(AzY),

0 6 —4/2 Ai_z - 8Ai_1 + 7Az + O(AIA)
0 0 —1 Ai_g - 4Ai—2 + 5142‘_1 - 2A2 + O(AZLA),

then the 3" row is the second-order Taylor expansion for backward differentiation

at point ¢:

(02A)027); = (24; — DA, 1 +4A; 5 — A;_3)/(Ax)* + O(Ax?) (E.2)

To obtain the central difference of 2t"-order for A, and A,, at point i, we add and

subtract the following equations:

1 1

1 1
A = Ay — AyiAx + §Am\im2 - éAmpr?’ + O(Ax*)

The results are:

(0A/91); = (Aipr — A1)/ (2A1) + O(A?) (E.3)
(PA)022); = (Aipr — 245 + Ay 1)/ (Ax)? + O(Az?) (E.4)

We listed in the Table E.1 the coefficients of the finite difference formula until second

order derivative, and eighth order of accuracy for a discrete function at point 1.
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Table E.1 - Coefficients of central finite difference formulas on uniform grid.

1—4 1—-3 1—2 1—1 l 1+1 +1+2 143 1+4

1st derivative

1 1
: -
6 1 3 _3 0 3 _3 L
2 4 4 2
3 o2 7P 4, 1 F 2 4
290 105 5 5 5 5 105 280
2nd derivative
2 1 -2 1
4 _ 1 4 _5 4 _ 1
12 3 2 3 12
6 i _3 3 _& 3 _3 1
90 20 2 18 2 20 90
8 _ 1 8 _1 8 _ 205 3 _1 8 _ 1
560 315 5 5 72 5 5 315 560
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ANNEX A - LISTS OF MCs STUDIED

Table A.1 - Solar wind data studied (from Huttunen et al. (2005)).

No. Year Shock uT MCstart UT MCstop UT AfterMC UT

01 1998 06 Jan  13:19 07 03:00 08 09:00 10 15:00
02 03 Feb  13:09 04 05:00 05 14:00 06 23:00
03 04 Mar 11:03 04 15:00 05 21:00 07 03:00
04 01 May 21:11 02 12:00 03 17:00 04 22:00
05 13 Jun 1825 14 02:00 14 24:00 15 22:00
06 19 Aug  05:30 20 08:00 21 18:00 23 04:00
07 24 Sep  23:15 25 08:00 26 12:00 27 16:00
08 18 Oct  19:00 19 04:00 20 06:00 21 08:00
09 08 Nov  04:20 08 23:00 10 01:00 12 02:00
10 13 Nov  00:53 13 04:00 14 06:00 15 08:00
11 1999 18 Feb  02:08 18 14:00 19 11:00 20 08:00
12 16 Apr  10:47 16 20:00 17 18:00 18 16:00
13 08 Aug 1745 09 10:00 10 14:00 11 18:00
14 2000 11 Feb  23:23 12 12:00 12 24:00 13 12:00
15 20 Feb  20:57 21 14:00 22 12:00 23 10:00
16 11 Jul 1122 11 23:00 13 02:00 14 05:00
17 13 Jul  09:11 13 15:00 13 24:00 14 09:00
18 15 Jul  14:18 15 19:00 16 12:00 17 05:00
19 28 Jul  05:53 28 18:00 29 10:00 30 02:00
20 10 Aug  04:07 10 20:00 11 08:00 11 20:00
21 11 Aug  18:19 12 05:00 13 02:00 13 23:00
22 17 Sep  17:00 17 23:00 18 14:00 19 05:00
23 02 Oct  23:58 03 15:00 04 14:00 05 13:00
24 12 Oct  21:36 13 17:00 14 13:00 15 09:00
25 28 Oct  09:01 28 24:00 29 23:00 30 22:00
26 06 Nov  09:08 06 22:00 07 15:00 08 08:00
27 2001 19 Mar 10:12 19 22:00 21 23:00 23 24:00
28 27 Mar  17:02 27 22:00 28 05:00 28 12:00
29 11 Apr  15:18 12 10:00 13 06:00 14 02:00
30 21 Apr  15:06 21 23:00 22 24:00 24 01:00
31 28 Apr  04:31 28 24:00 29 13:00 30 02:00
32 27 May  14:17 28 11:00 29 06:00 30 01:00
33 31 Oct  12:53 31 22:00 02 04:00 03 10:00
34 2002 23 Mar 10:53 24 10:00 25 12:00 26 14:00
35 17 Apr  10:20 17 24:00 19 01:00 20 02:00
36 18 May 19:44 19 04:00 19 22:00 20 16:00
37 01 Aug 23:10 02 06:00 02 22:00 03 14:00
38 30 Sep  07:55 30 23:00 01 15:00 02 07:00
390 2003 20 Mar 04:20 20 13:00 20 22:00 21 07:00
40 17 Aug  13:41 18 06:00 19 11:00 20 16:00
41 20 Nov  07:27 20 11:00 21 01:00 22 15:00

Table A.2 - Graphics of events shown in Table A.1.
Event No. Figure
Jan. 06, 13:19-Jan. 10, 15:00 1998
20| «——-Sheath———»l " After MC.
0 43200 86400 129600 172800 216000 259200
01 t(so)
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(Continues)



Table A.2 - Continuation

No. Figure
Feb. 03, 13:09—Feb. 06, 23:00 1998
2 «———Sheath———" MC | After MC.
o
=
o
0 43200 86400 129600 172800 216000 259200
02 t (se0)
Mar. 04, 11:03-Mar. 07, 03:00 1998
20f sheath’ MC ‘ After MC
o
=
o
| |
0 43200 86400 129600 172800 216000
03 t (sec)
May. 01, 21:11-May. 04, 22:00 1998
40 <———Sheelh———>; MC ‘ After MC
& 20
&0
@ 20|
— 40| !
0 43200 86400 129600 172800 216000 259200
04 t (se0)
Jun. 13, 18:25-Jun. 15, 22:00 1998
ig «—Sheath—— MC ‘ After MC
o & Wl
9 .M’Mﬁlly.‘, i
o "W i W I
« -5
0 _10
-15 | |
0 43200 86400 129600 172800
05 t (sec)
Aug. 19, 05:30-Aug. 23, 04:00 1998
20 Sheath ‘ MC ‘ After MC
o
=
o
0 43200 86400 120600 172800 216000 259200 302400
06 t (se0)
Aug. 19, 05:30-Aug. 23, 04:00 1998
0 43200 86400 129600 172800 216000
08 t (sec)
(Continues)
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Table A.2 - Continuation

No. Figure
Nov. 08, 04:20-Nov. 12, 02:00 1998
40 Sheath | MC | After MC
o
z
)
|
0 43200 86400 129600 172800 216000
09 t (se0)
Nov. 13, 00:53—Nov. 15, 08:00 1998
20 ‘
& 10
m 0
& —10]
-20|
0 43200 86400 129600 172800
1 0 t (sec)
Feb. 18, 02:08—Feb. 20, 08:00 1999
30 Sheath ‘ MC ‘ After MC
o'
z
)
0 43200 86400 129600 172800
11 t (se0)
o
=
o
o
=
o
0 43200 86400 129600 172800 216000 259200
13 t (sec)
Feb. 11, 23:23—Feb. 13, 12:00 2000
20, | |
& 10
o O
« =10
[aa]
-20|
0 43200 86400 129600
14 t (se0)
o
=
o

(Continues)
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Table A.2 - Continuation

No. Figure
Jul. 11, 11:22-Jul. 14, 05:00 2000
30k _sheath—-— MC ‘ After MC
30) Sheath- ‘ MC ‘ After MC
N 20 b
m
10
“0
@ -10
-20|
0 21600 43200 64800 86400 108000 129600
18 t (se0)
Jul. 28, 05:53-Jul. 30, 02:00 2000
30) Sheath ‘ MC ‘ After MC
N 20
“ 10
@0
o -10|
-20|
0 21600 43200 64800 86400 108000 129600 151200
19 t (sec)
Aug. 10, 04:07—-Aug. 11, 20:00 2000
20| Sheath ‘ MC ‘ After MC rﬁ
; y
) i
o
0 21600 43200 64800 86400 108000 129600
20 t (sec)
Aug. 11, 18:19—-Aug. 13, 23:00 2000
30f «——-Sheath——— MC ‘ After MC
~ 20
@ 10
&0
« —10
@ -20
-30 | |
0 43200 86400 129600 172800
21 t (s60)
0 21600 43200 64800 86400 108000 129600
22 t (s20)
(Continues)
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Table A.2 - Continuation

No. Figure
Oct. 02, 23:58-Oct. 05, 13:00 2000
% Sheath: ‘ MC ‘ After MC
. 2
o 10
&0
. —-10|
—20]
—30i
0 43200 86400 129600 172800 216000
23 t (sec)
Oct. 12, 21:36-0ct. 15, 09:00 2000
o
=
"y
0 21600 43200 64800 86400 108000 120600 151200 172800 194400
24 t (se0)
Oct. 28, 09:01-Oct. 30, 22:00 2000
o
=
)
25 t (sec)
Nov. 06, 09:08—Nov. 08, 08:00 2000
30 Sheath ‘ MC ‘ After MC
N 20 \ \ |
o
10
“0
o _10
-20
0 21600 43200 64800 86400 108000 129600 151200
26 t (sec)
Mar. 19, 10:12—-Mar. 23, 24:00 2001
20k —Sheath—’ MC ‘ After MC
o
=
"y
| |
0 43200 86400 120600 172800 216000 259200 302400 345600 388800
27 t (sec)
Mar. 27, 17:02-Mar. 28, 12:00 2001
30 Sheath ‘ MC ‘ After MC
o
=
)
28 t (sec)
0 43200 86400 129600 172800
29 t (sec)
(Continues)
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Table A.2 - Continuation

No. Figure
Apr. 21, 15:06—Apr. 24, 01:00 2001
15F " Sheath—- MC ‘ After MC
30 t (se0)
o
=
o
0 21600 43200 64800 86400 108000 129600 151200
31 t (sec)
May. 27, 14:17-May. 30, 01:00 2001
1 Sheath ‘ MC ‘ After MC
& I
: o
[a0]
« -5
@ _10
-15 \ \
0 43200 86400 129600 172800
32 t (se0)
o
=
o
0 43200 86400 129600 172800 216000
33 t (sec)
Mar. 23, 10:53-Mar. 26, 14:00 2002
20, Sheath ‘ MC ‘ After MC
& 10 .
o O
« -10]
m
-20 ‘ ‘
0 43200 86400 129600 172800 216000 259200
34 t (sec)
Apr. 17, 10:20~Apr. 20, 02:00 2002
30 MC ‘ After MC
. 20
LT
&0
« =10
@0 _20|
-30
0 43200 86400 129600 172800 216000
35 t (se0)
May. 18, 19:44—May. 20, 16:00 2002
20F «——-Sheath > MC " After MC
0 21600 43200 64800 86400 108000 129600 151200
36 t (se0)
(Continues)
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Table A.2 - Continuation

No. Figure

Aug. 01, 23:10-Aug. 03, 14:00 2002

0 21600 43200 64800 86400 108000 129600
37 t (sec)
Sep. 30, 07:55-Oct. 02, 07:00 2002
30 Sheath ‘ MC ‘ After MC
5 D
10
o0
o -10
-20|
0 21600 43200 64800 86400 108000 129600 151200
38 t (se0)
o
z
)
0 21600 43200 64800 86400
39 t (se0)
20
@ 10
o0
& -10
-20|
0 43200 86400 129600 172800 216000 259200
40 t (sec)
Nov. 20, 07:27—-Nov. 22, 15:00 2003
a0} Sheathoy e MC ‘ After MC
o 20
om0
o =20 |
=40 ‘
0 21600 43200 64800 86400 108000
41 t (sec)

END
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Table A.3 - MC events measured by WIND (not examined). Letter “Q” denotes whether

the event was an MC (1) or cloud candidate (cl).

No. Year Shock, UT MC start, UT MC stop, UT Q
01 1997 10 Jan, 00:20 10 Jan, 05:00 11 Jan, 02:00 1
02 09 Feb, 23:43 10 Feb, 03:00 10 Feb, 19:00 cl
03 10 Apr, 12:57 11 Apr, 08:00 11 Apr, 16:00 1
04 - 21 Apr, 17:00 22 Apr, 24:00 cl
05 15 May, 00:56 15 May, 10:00 15 May, 24:00 1
06 - 15 May, 07:00 16 May, 16:00 1
07 26 May, 09:10 26 May, 16:00 27 May, 19:00 1
08 - 09 Jun, 06:00 09 Jun, 23:00 1
09 19 Jun, 00:12 19 Jun, 06:00 19 Jun, 16:00 1
10 - 15 Jul, 09:00 16 Jul, 06:00 1
11 ; 03 Aug, 14:00 04 Aug, 02:00 1
12 - 18 Sep, 03:00 19 Sep, 21:00 1
13 - 22 Sep, 01:00 22 Sep, 18:00 1
14 01 Oct, 00:20 01 Oct, 15:00 02 Oct, 22:00 1
15 10 Oct, 15:48 10 Oct, 23:00 12 Oct, 01:00 1
16 06 Nov, 22:07 07 Nov, 05:00 08 Nov, 03:00 1
17 22 Nov, 08:55 22 Nov, 19:00 23 Nov, 12:00 1
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Table A.4 - MC events not preceded by shock waves. Letter “Q” denotes whether the event
was an MC (1) or cloud candidate (cl).

No. Year Shock, UT MC start, UT MC stop, UT Q
01 1998 - 17 Feb, 10:00 18 Feb, 04:00 1
02 - 02 Jun, 10:00 02 Jun, 16:00 1
03 - 24 Jun, 12:00 25 Jun, 16:00 1
04 1999 - 25 Mar, 16:00 25 Mar, 23:00 1
05 - 21 Apr, 12:00 22 Apr, 13:00 1
06 - 22 Aug, 12:00 23 Aug, 06:00 1
07 - 21 Sep, 20:00 23 Sep, 05:00 1
08 - 14 Nov, 01:00 14 Nov, 09:00 cl
09 - 16 Nov, 09:00 16 Nov, 23:00 1
10 2000 - 15 Jul, 05:00 15 Jul, 14:00 ¢l
11 - 31 Jul, 22:00 01 Aug, 12:00 1
12 2001 - 04 Mar, 16:00 05 Mar, 01:00 1
13 - 18 Jun, 23:00 19 Jun, 14:00 1
14 - 10 Jul, 17:00 11 Jul, 23:00 1
15 03 Oct, 08:77 03 Oct, 01:00 03 Oct, 16:00 1
16 - 24 Nov, 17:00 25 Nov, 13:00 cl
17 2002 - 28 Feb, 18:00 01 Mar, 10:00 1
18 - 19 Mar, 22:00 20 Mar, 10:00 1
19 - 20 Apr, 13:00 21 Apr, 15:00 1
20 23 May, 10:15 23 May, 22:00 24 May, 77:?77 cl
21 2003 - 27 Jan, 01:00 27 Jan, 15:00 1
22 - 29 Oct, 12:00 30 Oct, 01:00 1

Table A.5 - Four MCs events identified by Huttunen et al. (2005). In this work, we studied
these events. The columns from the left to the right give: year, month, shock
time (UT), MC start time (UT), MC end time (UT), inferred flux-rope type,
direction of the MC axis (¢¢, 0¢).

Year Mon Shock Start Stop type  o¢c  Oc
1998 Jan  06,13:19 07,03:00 08,09:00 ENW 21 52
1998 Aug 19,05:30 20,08:00 21,18:00 SWN 113 -16
1999 Feb  18,02:08 18,14:00 19,11:00 NWS 96 6

2000 Oct 12,21:36 13,17:00 14,13:00 NES 33 -25

267



Table A.6 - The date of solar wind intervals studied in this work. The intervals are pre-
sented in the order that it appear in the paper. The columns from the left to
the right give: year, month, solar wind star time interval, solar wind stop time
interval, coordinates system, total of windows of 11.11 hours in the intervals.

Year Month Start Stop Sist  Windows
1998 Jan 03,00:00 12,23:59 GSM 258
1999 Oct 20,00:00 25,23:59 GSM 150
1999 Feb 14,00:00 23,23:59 GSM 258
1998 Aug 15,00:00 24,23:59 GSM 258
2000 Oct 08,00:00 17,23:59 GSM 258
2010 Apr 01,00:00 10,23:59 GSE 258
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ANNEX B - HANDBOOK FOR GRAD-SHAFRANOV RECONSTRUC-
TION OF MAGNETIC FLUX ROPES

Handbook for Grad-Shafranov reconstruction
of magnetic flux ropes

Christian Mastl! and Charles 1. Farrugia2

1S.|:|au:'a Research Institute, Graz, Austria, htbp:/Swww.uni-graz.ak/ ~moestlc!
2L.In|'u'v.=_rsltv of Mew Hampshire, NH, LSA

based on the code by Qiang Hu, now at University of Alabama at Huntsville

last update: 12 Novernber 2010

QUICK SEANE uueunsuesnsnamnannsunnnsnsmnns snanssnssnsnssnsssnsannssssssnssssssnsanssnnnssnssnsssnnan &
Example for analysing 8 new @Wenk ... smss s ssasssssses O
L T T s s

AUWNE
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The MATLAB program package can be downloaded as a zip file (~6
MB) from:
ftp /DLW .

For a Quickstart to MATLAB, take a look at the tutorials in the program help
or online at

http:/fwww. mathworks.com/help/techdoc/index.html

Please mail questions to christian.moestl@oeaw,.ac.at
if they are of general interest I will put them here, including the answers:

(Question space ;-)

If this code is to be used as part of a scientific publication, please
include us as co-authors.

Introduction

The Grad-Shafranov (GS) reconstruction method has recently become
widely used in the space physics community in different contexts. It has
been invented about 10 years ago by a group around Prof. Sonnerup at
Dartrnouth University and has since become widely accepted. It has bean
often used on structures in space plasmas which can be described in the
approximation of magnetohydrostatics such as the magnetopause, flux
transfer events, flux ropes in the Earth's maagnetotail, as well as magnetic
flux ropes and magnetic clouds in the solar wind. Its main point is to assume
invariance and time-independency so the MHD equations in equilibrium,
including plasma pressure, can simply be numerically integrated as an initial
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value problemn. There exist sorme variations of the basic method (see
Sonnerup, 2006, JGR, and recent papers by e.0. Teh et al.), however, this
document is restricted to its use on magnetic flux ropes in the solar wind in
the version of Hu and Sonnerup (2002).

Where the programs come from

In this document a program package in MATLAB is described as a basis for
learning the method and for future reference and deals with the use of the
method on in situ data of any kind of magnetic flux ropes. These programs
are based on those used by Qiang Hu for his 2002 1GR paper (for references
see below) which were part of his PhD thesis at Dartmouth university. They
were extended by Christian Mdstl (Space Research Institute, Graz, Austria)
during his PhD thesis (finished in 2009) to include a graphical user interface
(GUI), which makes it easy to apply the reconstruction method for a single
event after the satellite data have been put into a proper format. For a guick
start, there are some events included in this package to play around with, so
you can omit the next step if you want.

If you want to use your own events:

A program to read merged plasma and magnetic field data from the ACE
satellite is provided: "getace.m™.

This prograrn converts the ACE data files obtained from

ftp://nssdcftp.gsfe.nasa.gov/spacecraft_data/ace/

4_min_merged mad_plasma/

to a proper format which can be read by the reconstruction programs. By all
means please take a look at the readme file provided with these data! To
keep the file size of the package low, please download the ACE data yourself
(~230 MB) from the source above into the

directory "ACEDATANA_min_merged_mad_plasma" relative to the "root”
path. I have included in this package the merged ACE Data for the years
2003 and 2004 only. The files produced by "getace.m" are saved as
MATLAB internal data files ".rmat" in the subdirectory "ACEDATA"

relative to the root.
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Current state of research

The technique has been introduced for MCs/MFRs (rnagnetic clouds and
magnetic flux ropes) in the solar wind, applied to many MC/MFR events
(including multiple ropes) and extended to multi-spacecraft observations.
Research is under way on its application to maagnetic clouds for a full solar
cycle and extensive testing using different nurnerical and analytical solutions
has started. Additionally, this code presented here serves as a basis to make
2 necessary future extensions:

(1) including the often observed expansion of MCs (2) making the 2.5D
invariant model a bent flux rope in 3D.

Quick start

The programs can be unzipped to any desired folder. The path to this
folder, lets call it the "root™, should then be added to the MATLAB
paths under "File"-> "Set Path" without subfolders (this is
important). Be sure to change directory inside MATLAB to the "root” folder
before running the gui. A graphical user interface can now be started by
typing "mygui” in the MATLAB command line.

A window pops up which looks like this:
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Under the menu point "open” ancther gui (acegui) can be opened to plot
data from ACE
and create new events (see below how to use getace.m)

Choose Event: This scroll down menu shows a list of all the folders which
have the correct name format in the present directory.

Select the event which you would like to analyse further -
switching between different events is thus very easy.

The format is always "spacecraft_day of year (begin)_day of
year (end)_ year (two digits).”

If a new event directory has been generated by using "the
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getace.m program”,
the gui has to be started again (click the close button and
restart).

Try to choose the event ACE_323_325_03 for a start; the run all the
programs beginning from "plot data" downwards

with the pre-installed parameters so you see how a good
reconstruction looks like.

Event: This box shows all inforrmation necessary for controlling the
programs to the right.

The parameters in the upper part, i.e.

1

2

15191 20

-10.10.1

control the GS-solver program (see below).

The flux rope boundaries (in data points) can be adjusted in
the bottom part.

Also the pressure can be set to on/off by setting the
pulldown menu to 1 or 0.

You need to press "change casel.par” to make the changes
effective.

(Example: press "plot data®; try changing the boundaries;
press “change casel.par” ; press “plot data" again.)

The boundaries are selected by clicking twice while using
the getace program (in write mode, see below).

Plot data: plots a data figure onscreen as well as a an eps output of
this figure.
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dhT and MVUB analysis: carries out these analyses of course (l.e.
deHoffrann Teller and Minimum Variance) ;-)

The minimum variance direction is the first approximation
to search for the GS axis.

GS axis This is basically the core of the method and the most
complex part. The Pt(A) function is searched to be single-valued. This

orientation is then the subseguent flux rope axis. Wait until
a residue map is generated. (see Hu and Sonnerup, 2002).

Click left on the plot to check a given direction. Click right
anywhere and the direction with the black dot is used.

(Note: if you want any other direction than the "black dot”
click left, note the orientation (command window) and click right; you can

then “force” the G5 solver to use your own axis by typing it into

"Latitude” and "Longitude” on the right in mygui.)

GS-Solver: Creates a magnetic field map perpendicular to the
invariant axis and a nice version of the Pt{A) plot as .eps files.

To control this program some parameters in the Event box
can be set manually:

1 % if the reconstruction should be done with
plasma pressure (1) or without (0}, default=0
2 % the order of the fitting polynomial for PLt{A)

- usually 2 (experience showed that its better to use a lower one).

15 191 20 %15 is the grid size in the x direction; 191 in
the y direction (can be varied); 20 is an offset of the spacecraft

-10.10.1 % -1/0/1 controls the boundary Ab ; 0.1 and
0.1 control the overlapping of the polynomial with the exponential functions

% L.e. higher values result in suppressing the

polynomial more and more (play with it).

see also Mostl et al. 2009 (Solar Physics) for more info.

The boundary Ab is the white contour in the ragnetic field
map and indicates where the single-valuedness of Pt{A) breaks down.
0: lets you set the boundary with a left-
click of the mouse
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1: indicates that for calculating the axial
flux and the axial current everything to the right of Ab is counted.

-1: flux and current calculated but
everything left of Ab (in Pt(A)) is counted
(This just says that if the maximum of Pt is positive/negative in A, Ab has to
be set to +1/-1, respectively, to get the correct flux and current)

How to use getace.m:

you can either use this nice GUI by using Ctrl+A or the open tab in
mygui:

i

M acepui
— Gl ACE whal
e |
[oony stsrt e | Liead

Lo znz ‘I"i'l

[l

here you can ask for a DOY if you know the date but not the DOY of a
particular event.

or directly in the command line, type for example

>> getace(2004,312,316,0)
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to see an in situ plot from the year 2004 from days of year 312-316 of 2
magnetic clouds unleashed by the same active region on the Sunin
Nowvember 2004 (if you want to know what was going on there, check out
the paper

Harra et al. 2007, Solar Physics, DOI 10.1007/s11207-007-9002-x). If you
want to check your reconstruction results for one of these magnetic clouds,
take a look at Qiu et al. (2007, Apl, see below).

Setting the last variable to 0" means that only the figure is created
and nothing is saved. A "1" setting indicates that an event directory
(in this "ACE_312_ 3216_04") created for further reconstruction using
the GUI and that the converted data is saved in the "DATA" directory. Then
you must also set boundaries of the magnetic flux rope interval by clicking
with the left mouse button, first to the left, then to the right. This can be
changed later again by using the same cornmand with which you called
"getace.m". If you now start the GUI, you should be able to see the event in
the "choose event” scroll down menu.

try
>> help getace
to see a summary.

Typical error handling:

- If the gui does not start, check if you are in the "root" directory. It might
be necassary to type

== cd ..

to change the directory back to the root for the next try.
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- if something doesn't work after clicking a button, try clicking "Home
directory™ at the bottom.

- If you kill a figure manually while a prograr runs, it crashes and maybe
you are left in the wrong directory.

Then the next program will crash if it looks for a file which isn't there.

In any other case, kill the gui and restart. Restart MATLAB in tough cases

:_:]‘

- if there are too many open windows, type
>> close all

Typing

= help mygui
results in a quick start help.

Literature

The central paper which describes in detail everything thats
necessary to know about GS reconstruction on flux ropes is

Q. Hu and B. U. 4. Sonnerup. "Reconstruction of magnetic clouds in the

solar wind: Orientations and configurations”. Journal of Geophysical
Research (Space Physics) 107 (2002) 10-1.
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ANNEX C - PUBLISHED ABSTRACT SUMMARY IN CONFER-
ENCES/CONGRESS/SCHOOL/MEETINGS PROCEEDINGS

1- Geomagnetic Disturbance Identification Using Discrete Wavelet Decompo-
sition. A Preliminary Study

Ojeda, G. A., Correa M. S., Klausner, V., Denardini, C. M., Papa, A. R.,
Domingues, M.0., Mendes, O.

Summer school.

PUC-Rio de Janeiro, Brazil. 02-06 Feb 2009.

Abstract

In this work, we analyze the global geomagnetic disturbance using simultaneous satellite
and ground observations. In order to study such phenomena, the wavelet technique
(Daubechies orthogonal wavelet transform) has been chosen because of its ability to
analyze non-stationary signals and time-frequency localization (Domingues et, al., 2005).
The geomagnetic activity during April 2001 will be study in this paper using ACE satellite,
magnetograms (to five station) and geomagnetic indices data. The first three levels of
the wavelet coefficients of the discrete wavelet transform was calculated to previous data.
Mendes et. al., (2005) used this methodology only applied to H or X component of the
Earths magnetic field for six day temporal windows. In April 2001 happened seven sudden
storm commencing (SSC) identified in the Dst Index. The higher amplitude of the wavelet
coefficients (H or X component and geomagnetic indices) occurred during the main phase
of the geomagnetic storms. The discrete wavelet transform (Daubechies) as an alternative
way to predict the global geomagnetic disturbance and it can using how a sophisticated

space weather tool still in development.

2- Orthogonal discrete wavelet decomposition: Part 1. Using ACE satel-
lite data

Ojeda, G. A., Correa M. S., Klausner, V., Domingues, M.0., Mendes, O.,
Papa, A. R.

DINCON 2009.

Universidade Estadual Paulista Julio de Mesquita Filho - Unesp, in Bauru city, Brazil.
18-22 Maio de 2009.

Abstract

We analyze geomagnetic disturbance using ACE satellite and Dst data (April 2001).

The Daubechies orthogonal wavelet transform has been chosen because of its ability to
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analyze non-stationary signals and time-frequency localization. The wavelet coefficients
thresholds allow the singularity detection in the solar wind component associate with a

future geomagnetic storm.

3- Orthogonal discrete wavelet decomposition Part 2: Analysis of mag-
netometer data.

Klausner, V., Correa M. S., Ojeda, G. A., Domingues, M.0., Mendes, O.,
Papa, A. R.

DINCON 2009.

Universidade Estadual Paulista Julio de Mesquita Filho - Unesp, in Bauru city, Brazil.
18-22 Maio de 2009.

Abstract

This work analyzes the magnetogram data of four selected stations using discrete wavelet
decomposition. We used the H or the X component of the Earth’s magnetic field as it
was available for each station in data centers. The main phase of geomagnetic storms is

identified by this technique.

4- Analysis on Spatio Temporal Entropy for Magnetic Clouds of solar
Cycle 23.

Ojeda, A. G., Mendes, 0., Domingues, M. 0., Calzadilla A. M.

International Living with a star.

Ubatuba, SP, Brazil .04-09/10 de 2009.

Abstract

Nonlinear evolving dynamical systems, such as solar wind plasma, generate complex
fluctuations in the detect signals that can be investigated with techniques adopted from
the nonlinear dynamics theory, for example the Spatio-Temporal Entropy (STE). The
time series of Interplanetary Magnetic Field (bx, by, bz) for a group of Interplanetary
coronal mass ejection (ICME), separating the shock wave and magnetic cloud (MC)
identified by Huttunen et al. (Annales Geophysicae Vol. 23, pp. 1 - 17, 2005) were used.
It was composed by 57 magnetic clouds (1998 - 2003) observed by the ACE satellite in
solar cycle 23. The results of this work, lower value close to zero were found for the STE
similar to Ojeda et al. (JASTP, Vol. 67, pp. 1859-1864, 2005). It is a new feature but
the usual features (the magnetic field strength is higher than the average, the magnetic

field direction rotates smoothly through a large angle, and the proton temperature is
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low) established to the MCs. The MCs also have lower STE values than the shock wave.
The efficiencies of the magnetic reconnection will be studied related to the feature of
the magnetic cloud reaching the Earth magnetosphere. It is motivate due to low STE

establishes a topological magnetic configuration well structured.

5- Calculo da entropia espaco temporal janelada em variaveis do vento
solar.

Ojeda, G. A., Mendes, 0., Calzadilla, M. A., e Domingues, M. 0.

ITT Simposio Brasileiro de Geofisica Espacial e Aeronomia.

Armagao dos Buzios - RJ, Brasil. 01 a 03 de setembro de 2010.

Resumo

A geometria de uma nuvem magnética (MC) durante a movimentacdo no meio inter-
planetéario é considerada como uma corda de fluxo onde o campo magnético estéa livre de
forga. O valor do angulo de inclinagao do eixo da nuvem em relacao ao plano da ecliptica
deriva em oito tipos de cordas de fluxo: os bipolares SWN, SEN, NWS, NES (6o < 45°)
e os unipolares WSE, WNE, ESW, ENW (0c > 45°). A maioria das nuvens magnéticas
é precedida por choques, quando a velocidade de deslocamento da nuvem é superior
ao meio (vento solar). Nos dados experimentais, as caracteristicas de um choque sdo: o
aumento brusco (similar a uma descontinuidade) da intensidade do campo magnético, da
densidade do plasma e da temperatura do vento solar, respectivamente. Neste trabalho
estudam-se series temporais de nuvens magnéticas imersas no vento solar, com uma
ferramenta (Entropia Espago-Temporal) de dindmica nao-linear. A técnica consiste em
fazer o grafico de recorréncia (RP) de uma série temporal e obter medida da sua estrutura
com o célculo da entropia. A Entropia Espaco-Temporal (STE) mede a “estrutura”’ da
imagem nos dominios do espaco e tempo. Essencialmente, compara-se a distribui¢ao global
de cores sobre todo o grafico de recorréncia (RP) com a distribui¢do de cores sobre cada
linha diagonal no proprio grafico. Fisicamente, comparam-se as distribui¢oes de distancias
entre todos os pares de vetores no espaco de fase reconstruido com a distribuicao de
distancias entre diferentes orbitas que evolucionam no tempo. O resultado é normalizado
e apresentado como uma porcentagem da méxima entropia (aleatoriedade). O calculo da
STE nao é significativo em uma serie temporal com tendéncias. Sendo assim, as series
temporais das varidveis no vento solar tem tendéncias, entdao nao é possivel utilizar a
STE para estudar as nao-linearidades. No entanto notou-se que a maioria das nuvens
magnéticas tem uma tendéncia muito marcada nas componentes do campo magnético e
o calculo da STE apresenta um valor de 0% s6 no intervalo da nuvem. A técnica permite

detectar rapidamente a presenga de uma MC dos dados de vento solar se calcularmos a
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STE continuamente em janelas de vento solar. O valor de STE proximo a 0% é uma nova

caracteristicas das MCs.

6- The windowed spatio-temporal entropy, automatic tool to detect magnetic
clouds.

Ojeda, G. A., Mendes, 0., Calzadilla, M. A., and Domingues, M. O.

Summer School.

“Estacion Astronémica Carlos U. Cesco” del Observatorio Astronémico Félix Aquilar de
la Universidade Nacional de San Juan, parque nacional “El Leoncito”, Barreal, Argentina.
7-14 /february /2011.

Abstract

We studied time series of magnetic clouds immersed in the solar wind, with a tool (Spatio-
Temporal Entropy) of nonlinear dynamics. Spatio-Temporal Entropy (STE) measures
the image “structureness” in both space and time domains. Essentially, it compares the
global distribution of colors over the entire recurrence plot with the distribution of colors
over each diagonal line of the recurrence plot. This quantity compares the distribution
of distances between all pairs of vectors in the reconstructed state space with that of
distances between different orbits evolving in time. If there is a trend in the time series,
you might want to consider removing it by differencing the original time series before
calculating STE. The time series of IMF components has a trend, then it is not possible
to use STE to study the nonlinearities. But, the magnetic clouds have characterized by
enhanced magnetic fields that rotate slowly through a large angle, and the big trend causes
STE = 0% inside of the cloud. The tool (STE) allows detection of MCs in solar wind
windows because values of STE close to 0% is a new characteristic of MCs. As not all the
magnetic components have zero entropy at the same time, we create an standardization
index (Entropy Index (EI)) to allow joining the result of the three variable (Bx, By, Bz).
The index is the result of multiplying the values of entropy of the three variables at the
same time t normalized by 10%. We used the EI and minimum variance analysis method
to identify two news magnetic clouds, arriving at the ACE spacecraft on 19 August 1998
at 10:00 UT and 05 April 2010 at 16:00 UT.

7- A wavelet tool to identify the occurrence of interplanetary magnetic
clouds: preliminary results

Ojeda, G. A., Mendes, 0., Domingues, M. 0., Kaibara, M.K.

DINCON 2011.
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Hotel Majestic, Aguas de Lindéia. From 19/08 to 02/10, 2011.

Abstract

This work aims to provide a wavelet based methodology to be used as tool to identify
and study magnetic cloud (MC) events in the solar wind. This methodology uses the
interplanetary magnetic field (IMF) time series and the amplitude of their wavelet
coefficients to perform this identification. The results obtained are very promising, some

case analyses demonstrate its usefulness.

8- Review of the Grad-Shafranov Equation Useful in the Reconstruction
of Two-Dimensional Coherent Structures in the Magnetopause.

Ojeda, G. A., Mendes, 0., and Domingues, M. O.

IV Simposio Brasileiro de Geofisica Espacial e Aeronomia.

Universidade Presbiteriana Mackenzie FEscola de FEngenharia, CRAAM, Sao Paulo.
10-14/09/2012.

Abstract

Nowadays some important studies on space plasmas are based on the investigation of two
fundamental questions: (1) what means exactly an electromagnetic confinement? (2) How
is the evolution of plasmas within a such confinement? Those kinds of studies involve
basically nonlinear elliptic partial differential equations with free boundary conditions
and can be performed using the Grad-Shafranov (GS) equation in regions with toroidal
symmetry. However, Sonnerup, B. U.O. et al. (1996, GRL, v. 23, n. 25, pp 3679-3682)
and Hau, L.-N. et al. (1999, JGR, v. 104, n. A4, pp 6899-6917) developed a method for
recovering two-dimensional structures in the magnetopause, from the GS equation, in
an ideal MHD formulation. The method is called Grad-Shafranov or GS reconstruction.
Using the spacecraft measurements as initial values, this approach can treates the problem
as a Cauchy problem - although it is ill-posed - and it can be solved numerically. Those
authors found several small magnetic islands embedded into the magnetopause edge,
which are presumably caused by resistive tearing mode instability. In order to test the
accuracy of the numerical procedure a special case with an exact solution of the GS
equation has been used. Thus, in this work a deta, software.iled study of the Hau, L.-N.
et al. (1999, JGR, v. 104, n. A4, pp 6899-6917) paper was performed. We review the
results and we are presenting some equations and figures that are not shown by the
authors. We are also showing results obtained in the works of Hau, L.-N. et al. (2003,
JGR, v. 108, n. Al, pp 1011-1021) and Lui A. T.Y. (2008, JGR, v. 35, n. L17S05,
1-7). Currently, the technique also has been developed by us to be applied in surveys
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of flux transfer events, flux ropes in the Earth’s magnetotail, as well as magnetic flux
ropes and magnetic clouds in the solar wind (Lui A. T.Y. 2011 Space Sci Rev, v. 158, 43-68).

9- Characterization of a double flux-rope magnetic cloud observed by ACE
spacecraft on August 19-21, 1998

Ojeda, G. A., Mendes, 0., Domingues, M. 0., Méstl, C., Farrugia, C. J.,
Gonzalez, W. D.,

Abstract submitted to AGU Meeting of the Americas

Cancun, Mexico, 14-17 May 2013.

Abstract

Investigations have studied MC cases of double flux rope configuration with apparent
asymmetry. Grad-Shafranov reconstruction technique allows deriving the local magnetic
structure from data of a single spacecraft. The results obtained show two cylindrical flux
ropes next to each other, where a single X point forms between them. In all possible
combinations of two bipolar MCs, the magnetic field between them is antiparallel in eight
cases SWN-SWN, SWN-SEN, SEN-SWN, SEN-SEN, NWS-NWS, NWS-NES, NES-NWS,
NES-NWS. If clouds are under magnetic coupling, reconnection evidences are expected
from the interaction between them. In this work, we examine the event that occurred
at Aug. 19-21, 1998 using solar wind measurements collected by ACE. In Fig. C a)
presents the recovered cross-section of the two bipolar MCs (SEN-SWN). The black
contour lines show the transverse magnetic field lines (calculated as the contours of the
magnetic potential function A(x,y)), and the colors show the axial magnetic field Bz
distribution. The yellow arrows along y=0 denote measured transverse magnetic field
vectors, direction and magnitude measurements at ACE utilized as initial input into
the numerical solver. The green arrows are residual velocities in the deHoffmann-Teller
frame at ACE. The spacecraft crosses the X point and observes the exact moment of the
magnetic reconnection, from 0.13 to 0.15 AU in x axis. In the opposite corners of the X
point, the magnetic fields are antiparallel (see yellow arrows in this region). The residual
velocity (green arrow in y=0) in the deHoffmann-Teller frame at ACE is perpendicular to
the magnetic field line in the reconnection region. In principle, it is possible to adjust a
two-dimension model considering the most common separator reconnection, in which four
separate magnetic domains exchange magnetic field lines. In Fig. C b), the cross-section
through four magnetic domains undergoing separator reconnection is represented. The
green array in the top panel shows a speed in the same direction as the prediction in the
reconnection model. Also, the magnetic configuration reconstructed confirms the initial

hypothesis, i.e., the existence of two bipolar MCs (SEN-SWN) with reconnection between
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them. Based on the analyses done by nonlinear mathematical tools, this work considers
some other instigating features.

ACE 8/19/1998

0.05

y- (AU)
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ANNEX D - ARTICLES IN SCIENTIFIC JOURNALS

1- The Daubechies wavelet as a tool to study interplanetary magnetic field
fluctuations

Ojeda, G. A., Mendes, 0., and Domingues, M. O.

Abstract

Many geoeffective space phenomena, among them the magnetic clouds (MCs), require
extensive studies to understand the physical processes. To do that, examinations of
Interplanetary Magnetic Field (IMF) data together solar wind plasma data are essential.
However, many times the IMF are the only available data from satellites in the solar
wind. Efforts to develop new ways to deal with this kind of data aiming to help diagnose
purposes could be very useful. Thus, by using the Daubechies wavelet coefficients, an
analysis methodology was implemented in order to study a wide set of MCs. The aim is
to characterize the magnetic field at the three difference regions around an Interplanetary
Coronal Mass Ejection (ICME) event: plasma sheath, MC, and after the MC. The
analysis of this work is based on the application of wavelets techniques to three different
regions, relating it with the behavior of the three regions. The wavelet coefficients have
the property that their amplitudes are related to the local regularity of the analyzed
data (where the data present a smooth behavior, the wavelet coefficients are smaller,
and vice-versa). This is the basic idea of data compression and the application we are
doing here. The wavelet coefficients amplitudes are also related to the analyzing wavelet
order and the scale level. There is not a perfect wavelet choice for a certain data analysis,
however one can follow certain criteria to provide a good choice. We choose the Daubechies
scaling function of order 2 (db2), with that choice the wavelet function locally reproduces
linear polynomial. With this choice, to reproduce well the interplanetary magnetic cloud
disturbances is possible, and therefore the wavelet coefficients in that regions are very
small. On one hand, high order analyzing Daubechies functions are not adding a better
local reproduction of the MC disturbances data, and on the other hand, the analyzing
function of order 1 does not reproduce well these disturbance. We also observed that just
one decomposition level is enough for the energy analysis methodology that we study,
level which corresponds to a pseudo-period of 48 seconds. A zoom in made in the magnetic
fluctuations help to separate features related to different disturbance processes, i. e, to
allow identifying magnetic cloud. The results achieved here confirm the promising use of
this methodology as an auxiliary tool to identify boundaries (with human help) in the
solar wind, specifically, the shock wave and leading edge of ICMEs. This methodology
is not still tested to identify some specific fluctuation patterns at IMF to any other

interplanetary disturbances, such as, CIRs, heliospheric current sheath crossings or to
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ICMEs without MC signatures respectively. In our opinion, as it is by the first time
applied to the IMF data with this purpose, the presentation of this approach for the Space
Physics Community is the most important contribution of this work.

Keywords: Space weather, Space Electrodynamics, Magnetic Clouds, Time Series Analysis,

Wayvelet Transform.

Current Stage - Manuscript accepted for publication in the ”Geofisica Interna-
cional” (2013).

2- Spatio-Temporal Entropy Analysis Of The Magnetic Field To Help
Magnetic Cloud Characterization
Ojeda, G. A., Mendes, 0., Calzadilla, M. A., and Domingues, M. O.

Abstract

A subset of Interplanetary Coronal Mass Ejections (ICMEs) has simple flux rope-like mag-
netic fields, named magnetic clouds (MCs). The aim of this work is create a methodology to
characterize the dynamics of MCs from signals received by satellites in the interplanetary
medium. For that, a dataset from ACE spacecraft localized at 1.1 Lagrangian point about
1.5 million km from Earth are used. We have tested physical-mathematical tools to study
41 MCs identified by other authors, where the plasma sheath region also was identified.
The recurrence plot is a visual tool for the investigation of temporal recurrence in phase
space. The Spatio Temporal Entropy (STE) was implemented in Visual Recurrence
Analysis (VRA) software to quantify the order in the recurrence plot. In physical terms,
this quantity compares the distribution of distances between all pairs of vectors in the
reconstructed state space with that of distances between different orbits evolving in time.
Some test using time series with data file included in VRA software were performed to
validate the method. On the other hand, we worked with IMF components Bx, By, Bz
of 16 s. Time windows from March 1998 to December 2003 for some MCs were selected.
We found higher STE values in the sheaths and zero STE values in some of the three
components in most of the MCs (30 among 41 events). The trend is the principal cause
of the lower STE values in the MCs. Also, MCs are most structuredness than sheath and
“quiet” solar wind. We done a test considering the magnetic components of a cylindrically
symmetric force-free constructed analytically, with result of zero STE value. It agrees with
the physical assumption of finding zero STE values when studying experimental data in
MC periods. The new feature just examined here adds to the usual features, as described
in Burlaga et al., (1981), for the characterization of MCs. Thus, the STE calculation can

be an auxiliary objective tool to identify flux-ropes associated with MCs, mainly during
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events with no available plasma data but only with IMF.

Keywords: ICME, Magnetic Cloud, Entropy, Space Plasmas, IMF, Space Electrodynamics.

Current Stage - Manuscript submitted for publication in the Journal of Geophys-
ical Research (2013-01-11)

3- The Entropy Index (EI): An Auxiliary Tool To Identify Flux Rope
Associated With Interplanetary Magnetic Clouds
Ojeda, G. A., Mendes, 0., Calzadilla, M. A., and Domingues, M. O.

Abstract

We propose the use of spatio-temporal entropy (STE) analysis as a mathematical tool
to identify magnetic cloud (MC) candidates based only on the interplanetary magnetic
field (IMF) data. Using recurrence plot analysis, the STE measures the level of organi-
zation /structuredness of process features in physical records. To build the methodology,
we calculate the STE, as a function of time, for IMF components using magnetic records
within a time windows corresponding approximately to 11.11 hours, physical parameter
representative for MC events, displaced consecutively by a proper time step till the end
of data series. The STE reaches values extremely close to zero at least for one of the
IMF components during MC event, due to MC structure features. Not all the magnetic
components in MCs have STE values equal zero at the same time. By that reason,
we create a standardization index (called Interplanetary Entropy (IE) index). IE close
to zero indicates the occurrence of a MC-candidate, and its probable time location.
This tool found as results the known MCs compiled in earlier work, as well as new
MC-candidates with appealing features deserving further investigations. Also, the use
of IE index conjugated with MVA analysis becomes also possible, using only the IMF
data, to delimit the MC boundaries. In a general sense, the proposed IE calculation could
constitute the basis for an easy and automatic computational procedure for preliminary
survey on MC occurrence for scientific goals, or even a convenient MC warning for space
weather purposes.

Keywords: ICME, Magnetic Cloud, Entropy, Space Plasmas, IMF, Space Electrodynamics.

Current Stage - Manuscript submitted for publication in the Journal of Geophys-
ical Research (2013-02-05)

4- Study of local regularities in the solar wind data and ground magne-
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tograms.

Klausner V., Ojeda G. A., Domingues M. 0., Mendes 0., Papa A. R. R.

Abstract

Interplanetary coronal mass ejections (ICMEs) can reach the Earth’s magnetosphere
causing magnetic disturbances. It can be measured by satellite and ground-based magne-
tometers. Data from the ACE satellite and from the geomagnetic field was explored here
via discrete wavelet decomposition (DWT). The increase of wavelet coefficient amplitudes
of the solar wind parameters and geomagnetic field data analysis are well-correlated with
the arrival of the shock and sheath region. As an auxiliary tool to verify the disturbed
magnetic fields identified by the DWT, we developed a new approach called effectiveness
wavelet coefficient (EWC) methodology. The first interpretation of the results suggests
that DWT and EWC can be effectively used to characterize the fluctuations on the solar
wind parameters and its contributions to the geomagnetic field. Further, these techniques
could be implemented to real-time analysis for forecast space weather scenarios.
Keywords: Wavelet analysis, Solar wind-magnetosphere interaction, Magnetogram data,

Geomagnetic storm.

Current Stage - Manuscript submitted for publication in the Journal of Atmo-
spheric and Solar-Terrestrial Physics (2013-01-15)
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