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ABSTRACT

Context. To date, the CoRoT space mission has produced more than712ight curves. Classifying these curves in terms of
unambiguous variability behavior is mandatory for obtagnan unbiased statistical view on their controlling roatises.

Aims. The present study provides an overview of semi-sinusoiglat turves observed by the CoRoT exo—field CCDs.

Methods. We selected a sample of 4,206 light curves presenting vediiveld semi-sinusoidal signatures. The variability pesiogre
computed based on Lomb-Scargle periodograms, harmoniafidsvisual inspection.

Results. Color-period diagrams for the present sample show the toérah increase of the variability periods as long as the stars
evolve. This evolutionary behavior is also noticed when paring the period distribution in the Galactic center and-eenter
directions. These aspects indicate a compatibility widhlat rotation, although more information is needed to ¢amfiheir root-
causes. Considering this possibility, we identified a sub$e¢hree Sun-like candidates by their photometric perieidally, the
variability period versus color diagram behavior was fotmle highly dependent on the reddening correction.

Key words. Stars: variables: general — Stars: rotation — Techniguestometric

1. Introduction clude the behavior of stellar rotation periodgfetiential rotation
o ) as a function of latitude, distribution of spot areal cogerahe
The CoRoT space mission has been operational for more thggt distributions in longitude and latitude orffdent stars, the
three years (Baglin et al. 2009). Its main science goals 87€ gresence and distribution of active longitudes, the tirakestor
teroseismology and the search for exoplanets based onttraggo|ution of diferent-sized spots, spot contrasts, and the evolu-
detection. Thanks to this space mission, a unique set of ligfynary behavior of all these as a function of stellar mags, a
curves (LCs) is now available for about 140,000 stars, with egnd metallicity.
cellent time-sampling and unprecedented photometridgicec
The photometric data obtained are a rich source féiexnt An initial overview of stellar variability in CoRoT data was
astrophysical studies. For instance, the luminosity afsstan described in Debosscher et dl. (2007, 2009), based on auto-
vary for a number of reasons, including gravitational defar mated supervised classification methods for variable .sTirs
tion and eclipses due to binarity, as well as surface osioifla aythors described a significant fraction of (quasi-) morope
and rotation resulting from star spots. The variabilityundd riodic variables with low amplitude in the first four mea-
by each phenomenon has a characteristic range of time scal@gd fields of the CoRoT exoplanet program. The majority are
and amplitudes. Open questions of high interest in this iarea most likely rotationally modulated variables, with somevio
amplitude Cepheids. Nevertheless, as reported by thekeraut
* The CoRoT space mission was developed and is operated by @gomatic proceduredter variability classification that is sen-
French space agency CNES, with the participation of ESASR&nd ~ Sitive to diferent artifacts. Therefore, misclassification always
Science Programmes, Austria, Belgium, Brazil, Germang,3pain.  occurs and its incidence depends significantly on the viitiab
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class considered. This is particularly true for variapitiaused CoRoT Run| Total LCs | Total time span (days)
by star spots, which are highly dynamic, and reflects theces IRa01 9880 54-57
of surface rotation, dierential rotation, spot lifetime, and tran- tggg% ﬁjgg 1 11131 14
sient phenomena such as flares, primarily for lower mass-main LR203 £289 148
sequence stars (e.g., Lanza et[al._2007; Hartman 2009) LRCO1L 11407 142-152
For example, star spots and photometric rotational modula- LRc0?2 11408 144
tion have long been studied using photometry or spectrgscop LRcO3 5661 89
(Strassmeier_2009; Hartman et [al._2010; Meibom ef_al. 2009, LRcO4 5716 84
[20117; Irwin et al[ 2011). However, ground-based obserwaatio LRc05 5683 87
result in a number of time gaps, and the coverage area of spots LRc06 5683 77
on star surfaces must be several times larger than that Guthe SRa01 8150 23

to achieve a robust signal. More recentlyfek et al. [201R) pre- SRa02 10265 31
sented rotation period measurements for 1727 CoRoT field sta ggggf gé?g gg
and claimed to have identified a sample of young star6(0 SR002 11408 20

Myr).
y'?’he present study describes the first results of diareto  1aP!e 1. Basic properties of the dataset analyzed by CoRoT, in-
determine variability periods from the LCs of stars in the e)glca'u_ng the number_of LCs in each observing run and the re-
oplanet fields observed with CoRoT. Of the 124,471 LCs prgPective total span time, totaling 124,471 LCs. The lowasec
duced to date from all CoRoT observing runs, we selectecetho€ Means the Galactic anti-center and “c” means the Galacti
displaying semi—sinusoidal variations with particulattems to center direction.
be described in Sed_2.2.4. The first portion of this paper is
devoted to describing the stellar sample, the observatams ) . .
the procedure for determining the variability period. Cesuits and Short Runs (SR), with atime window of between 20 and 157
are presented together with global analyses based on laeailglays. Additional basic properties of the data are listechinld].
stellar parameters, such as color index, luminosity classed
spectral types. Here, we describe our qnprecedented bunt.riz'l' Data treatment
tion to the treatment of CoRoT LCs, which was the correction
of reddening &ects on the stellar colors. In fact, CoRoT wadhe CoRoT pipeline provides N2 LCs corrected for several ef-
designed to observe stellar samples in the Galactic center &cts, but still with some problems that need additionaitimeent
anti-center directions. The exo-fields typically obserlatively before the science analysis. In particular, CORoT N2 LCs may
faint stars with V~ 11 to 16 mag. This suggests that CoRoT tahave jumps (discontinuities) produced by hot pixels, logga
gets may be subject to considerable interstellar extinefi@cts. trends produced by CCD temperature variations, and ositlier
The reddening ffect on CoRoT targets has not been explorethere is no standard method for those post-treatments &nd di
yet. Careful analysis of theséfects is mandatory, for example ferent works have their methods according to their objestiv
to minimize possible bias on color-period behavior of Vaitiy ~ (€.9., Renner et al._2008; Basri et lal. 2011ek et al[201R).
distributions, as well as the location of stars in coloripédia- We describe below our procedure performed for data tredtmen
grams. In particular, evolutionary scenarios of stellaralgility —selection, and analysis. Our procedure is basically a sstepb
parameters can certainly be better understood when a riedde@nd rules that were mainly performed manually. In particida
correction is performed. Finally, our main conclusions jare-  simplified automatic version of this procedure was run indbe
sented, in addition to the primary goals for future studies.  ginning for a preliminary sample selection, then the seléstb-
sample was re-treated and re-analyzed manually step by step
We considered the LCs in normalized flux units, nanfely
2. Working sample, observations, and data analysis div_iding each LC by its whole flux average. \We then defined the
noise levelr of each LC as being simply a high-frequency con-
Raw LCs are collected by the CoRoT satellite as NO data atrdbution obtained from the standard deviation of thetence
after they are processed on the ground by the CoRoT pipelipetween the nearest-neighbor flux measurements, whiaisyiel
(Samadi et al._2007) in two levels. In the first level some €lec
tronic, background, and jitterfiects are corrected, and data 1N
taken during on the South Atlantic Anomaly (SAA) passage afe= 4| Z (Fi - Fi-1)?, (1)
flagged, producing the N1 data. Subsequent treatments@are pr i=1
ceessed in the second level and include sampling combmatig, .-
calculation of heliocentric date, and flagging of hot pixdlee )

is the flux value corresponding to the observing time
. : .~ t, and we considereBy = Fy. For a homogeneous noise cal-
results are the N2 data, which are provided to the publicddr s ., 1ation the LCs were resampled to a bin of 864 s (0.01 fays)

ence analysis. The next steps were the data treatment, where we first pegfbrm

For ;his investigation we selected the calibrated LCs Me&jump correction, followed by a long-term detrend and, fipal
sured with CoRoT exoplanet CCDs during 3 years of operatiqfje removal of outliers. These steps are explained below.
with stars exhibiting visual magnitudes ranging from abb2it

to 16. Time sampling for the LCs is 32 s, but for most data _
an average is calculated over 16 such measurements, mgsui-1.1. Jump correction

in an dfective time resolution of 512 s. For a fraction of thel.he CoRoT pipeline corrects for some jumps, but some still re

LCs (or in some cases, parts of them), the original 32 s saf-: . . el
pling was retained. These LCs correspond to high-priosty t Hain in the N2 LCs. These discontinuities may be caused by a

gets measured in oversampling mode, totaling approximatel! This bin also saved computation time and did rfteet the frequen-
124,471 CoRoT LCs from the Initial Run (IR), Long Runs (LR)¢ies considered in the data analysis (Ject. 2.2).
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CoRol 1D 102296975 whereo is the noise level, whereasandb are constants. To
correct for the discontinuity whenF > AF;, we considered
two boxes of a short duratiofts < At to the left and right of the

1.04% “éi

x 1.02 i' detected jump. The flux levels of the left and the right boxever

i ¥ #\l adjusted so as to make the box averages equal. Our experience
2 100 "1 showed that the box durations af = 1 day andAts = 0.1 day

§ and a threshold level wita ~ 4 andb ~ 2 were capable of

: detecting and correcting most jumps.
0.96

0.94

2.1.2. Long-term trends and outliers

After the jump correction, we minimized long-term trends by
dividing the LC by a third-order polynomial fit, as performiad
previous works (e.g., Basri et B[ 2011fér et al[2012). Finally,
we removed some outliers with flux values that typicalljetied

by more than about five times the standard deviation of a LC.
From this point on, a LC was considered to be fully treated and
its analysis could be performed.
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tirme (d) 2.2. Light curve analysis and selection

O

Fig.1. Example of a LC with several jumps. Top panel: original0 properly analyze the LCs and select their parametersewe d
LC. Bottom panel: LC after the jump correction described ieloped simple noise-free LC models from harmonic fits sim-
Sec[Z.11, where the vertical lines indicate the correjctegds. ilar to those described in Debosscher et [al. (2007). For each
LC, the Lomb-Scargle periodogram (Lomb 1976; Scdrgle 1982)
was computed for periods with a false alarm probability FAP
< 0.01 (significance levet 99%). The highest periodogram
sudden change of the mean LC level in a single (or few) tinggak, named frequency§y or period Py, was refined to a
step(s). Therefore a LC may have several jumps. There is mgar frequency with the highest ratio of amplitude (calmda
unique method for detecting and correcting these discoiti#s. from a harmonic fit of the phase diagram; see below and
Different algorithms were proposed to correct for them, usgect[2.2) to the minimum dispersion. (computed from Ejj. (
ally in the search of planetary transits (eg. Mislis et all@0 given in Dworetsky 1983) of the phase diagkamext, the re-
For some other types of stellar variabilities, these cdias fined frequencyf; was used to calculate a harmonic fit with
may be more challenging because we must keep the infornigur harmonics. The fit was computed from a non-linear least-
tion of smoother and more irregular variations than thossed squares minimization using the Levenberg-Marquardt nktho
by transits. We developed a method for detecting and cerre@itevenberd 1944; Marquarft 1963). It was used to estimate a
ing jumps that combined with visual inspection can be used jpreliminary variability period and mean amplitude togetivih
the correction of most cases. Fig. 1 shows an example of #ir errors. The final period was not necessaPly as we ex-
LC with several jumps that hide any physical informationtekf plain in Sect[2.2]2. Based on this fit, a mean signal—to-enois
the jump correction with this method, here applied automatiatio (§N) of the LC was estimated as
cally, the variability signature becomes noticable. Thistmod
worked well automatically in this example and in severabsas g = ~(M29) 3)
although it produces miscorrections in some cases. Ne&leds, o(mag)

we checked in practice that for the large majority of LCs ar%hereA(mag) is the mean variability amplitude in units of mag-
i

mismatch produces a lower power in the periodogram than : . . :
main variation (e.g., in Figl1) and does not strondfget the de- cf?]\c/j:rt?er:jd?(—)@nz%)nli?utgee mean LC noise defined in Hg. (1) and

t.erm.ination of the variabilit_y parameters. After a first(amr;_ltic For the LC, the fit was then subtracted from the time series
filtering, @ manual correction was applied by testingatent o\ hitening) and a new Lomb-Scargle periodogram was com-
levels of_correct|0ns when analyzing the_LCs, pepodogramd puted. The same procedure was repeated in ten iteratiods, fin
phase dlagrar_ns. DOUbthI cases were s_|m_ply rc_eject_ed. ing ten independent frequencies, each with a harmonic fawf f

To determine if there was a jump within a time interal ~ ,5,1,0nics. These ten independent frequencies were theraise

andt;, we considered a box of duratidtt both to the left (pre- : : A i )
vious) and to the right (after) of the time interval. Firs¢ thean grtﬁglgeﬁef;a;?;)or“gv\kl)sezst fit with the original (trend-subteagt

flux was estimated within each box separately. When tferdi

ence between the left and right flux averages, was greater 10 4 _ _ _
than a defined thresholdF ;, then a discontinuity was assumed/(t) = Z Z |aij sin(2r i jt) + by cos(2x fijt)] + bo, 4
to occur fronti_; tot;. To avoid correcting for false jumps caused i=1 j=1

by a very steep flux variation within the LC.' a "f.‘ear fit Was'peR/vherea;,- andb;; are Fourier cofficients,t is the time andy is
formed independently on the data contained in both boxes gf, background level. The choice of four harmonics and ten it

durationAt. The higher of the two angular cfieients of the fits erations is based on a compromise between a good fit and com-

g;inZiﬂrr?:goag;/ 6%'??2%&?% ?ﬁ:gg?g;g rﬁzsggﬁﬁe\/‘?ggt'onputation time. This harmonic fit was used as a model to analyze
. WJs

2 This adjustment reduces numerical errors such as thoseatiity
AF; = ao + b|6F /6t max (ti — ti—1), (2) from the periodogram resolution and from the LC time window.
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Fig. 2. Recovery fraction for period determination as a functiohig. 3. Recovery fraction for period determination as a func-

of SN. The vertical dashed line indicates thé&§~1.0) above tion of the number of cycles. The vertical dashed line intisa

which the recovery fraction is close to the maximum. the number of cycles~3) above which the recovery fraction is
greater than-80%.

some temporal variations on the amplitude and other aspects
These aspects are specifically criteria (iv) to (vi) of SBA.3.  abilities showing more than ten cycles (to consider the pest
riod determination, namely “true” periods) in our samplehwi
. an SN > 1.0. The recovery fraction as a function of the num-
2:2.1. Selection by S/N ber of cycles is shown in figuté 3. This probabiljpy,rises with
In the simplified automatic procedure, the methods desgrib@creasing number of cycles and does not reach 100%, as in the
above were run in the beginning to estimate the medhd@ SN analysis. Based on this figure, variabilities were diviaged
the LCs and select a first subsample. To define a properftuti/o groups: a higher confidence group, with more than three ob
value for the 8\, we determined the reliability of a variability served cycles in their LCs anpdx 80%, and a lower confidence
period as a function of the/8 by testing several simulations ofgroup, exhibiting less than three observed cycles in th€s.L
semi-sinusoidal variabilities (300,000 simulations)e$a sim- We suggest that the highest recovery fraction, as obtained
ulations were random pieces of actual CoRoT LCs with va@bove automatically, does not reach 100% because for a mumbe
abilities showing more than five cycles antNS- 5 (that were of LCs (~5%) the actual period is not the strongest periodogram
assumed to have a good period determination, namely “trete” gpeak, even for long-term observations. This may occur itigar
riods), extracted from our own sample. For each simulated L@lar when photometric variability can be modeled as two main
the high-frequency signal — assumed to be the noise — was &@fusoids per cycle. This is the case, for example, for some m
plified or reduced by a random factor to change t/e. Slext, timode pulsators and also for many rotating stars that alyspt-
the Lomb-Scargle periodogram was computed and the most dige regions at opposite faces and produce two main dipsaper |
nificant peak was compared with the “true” period from the-sinTherefore, this limitation has instrumental and physicajios.
ulation. We then counted how many times the simulation pisrio ~ Accordingly, we developed a simple method for minimiz-
were correctly recovered. The recovery fraction as a fonaif  ing this problem. Fig:}4 shows a CoRoT LC that was interpreted
the SN is shown in figur&R. here to be such a case. To identify these cases, the phasandiag
In practice, figur€l2 indicates the likelihood of determiginwas always checked for twice the periddof the strongest peri-
the correct variability period as a function of thtNSf an LC. odogram peak. When two dimmings had notabfjettent depths
This probability rises with increasing!$ and usually does not in the phase diagram, the true perevas taken to beR;, oth-
reach 100% even with several cycles. The highest probaiality erwise it wasP;. In this analysis, the harmonic fit of Eq] (4) was
curs for 9N > 1.0, thus, only LCs with S above this cut-fi obtained for the phase diagram with a fixed period (thus witho
value were selected. The reason why the recovery fracties déhe sum ori) and the final period was also refined to the high-
not reach 100% is explained below. est amplitude and lowest dispersion (as explained abovey. T
method is not a final solution to avoid aliases, but it celyain
. - helps to reduce this problem, thus, increasing the recdvacy
2.2.2. Period determination tion closer to 100%. Finally, for some LCs with more than one

An important problem in the variability period determiratiis type of variability superposed one another (e.g., rotatiqul-

the fact that the observed period may be an alias or harménicsgtion), we selected the one that better met the criterieridbes!

the actual period (e.g., Hartman etal, 2010). Aliases a¥a ag 1N Sect[2.2B. Thus, for some cases, another pefipdr 2P;,

several discrete peaks in the periodogram of a LC. In sonescadvas selected instead Bf or 2P;.

selecting the correct period among harmonics or aliasesbmay

ambiguous, and choosing the correct peak is generallffiaudt i ; ;

task. Aliases may be avoided when the time window of the L%Z.S. Semi-sinusoidal signature

is long enough to present several cycles of the variabilitgar Based on CoRoT LCs with known rotational modulations, as,

analysis. Indeed, the greater the number of observed ¢yhkes e.g., CoRoT-2 (Silva-Valio & LanZa 2011), CoRoT-4 (Lanza et

better the determination of variability period. al.[2009), CoRoT-6 (Lanza et al, 2011), and CoRoT-7 (Lanza et
Therefore, we determined the reliability of a variabilitg-p al.[2010), the semi-sinusoidal signature was defined hesixby

riod as a function of the number of cycles observed by testain criteria.

ing several simulations of semi-sinusoidal variabili{{80,000

simulations). Similarly to the /Bl analysis (Sect.2.2.1), random (i) The variability period is longer than0.3 days.

pieces of actual CoRoT LCs were taken, in this case with variii) The mean amplitude is typicallg 0.5 mag.
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Fig.5. Example of a selected LC (top left panel) and a dis-
1000 F E carded LC (top right panel), according to their amplitude-va
ation patterns (bottom panels). Solid red curves are their h
[on= L L s 3 . . .
b oo o ST s T oSS o .S 050 monic fits. CoRoT ID 105288363 is a Blazhko RR Lyrae star
frequency (c/) (Guggenberger et al. 20111).

CoRoT ID 100850823, P = 13.453 d

1.06

1.04

EFE T T T T 7T

frequency range for all LCs and those with the main peri-
odogram peak with a frequency greater than gdBar a mean
amplitude greater than 0.5 mag were discarded.
Criteria (iii) to (vi) were applied by visual inspection. 8ad
on criterion (iii), variabilities showing strongly spregmbaks
in the periodogram (e.g. some semiregular and irreguldr var
Phose i ables) were discarded. Based on criterion (iv), severagtats,
, ) ) which usually show nearly symmetric maximum and minimum
Fig.4. Example of a LC interpreted as having two subcycleg,y per cycle, were rejected. Based on criterion (v), valitids
per cycle. Top panel: original LC. Medium panel: Lomb-Séarg yith regular amplitude variations (e.g., RR Lyrae) or wittarly
periodogram showing the main peak (A) with a period of 6.7q,nstant amplitude (e.g., eclipsing binaries) were algrted.
days, and a second peak (B) with a period of 13.4 days. Botigfjy § shows the example of a selected LC and its amplitude
panel: phase diagram for a period of 13.453 days (adjust®&1o qer tim@. The figure also shows the example of a discarded
highest amplitude and lowest dispersion), showing on&fulle | ¢ '\vhose amplitude variations are regular. Finally, fa HCs
with two subcycles and a harmonic fit depicted by the solid.lin,,o kept, criterion (vi) was used to select those with a sterrs

semi-sinusoidal behavior. Note that the CoRoT time windod a
noise limits in many cases hampered a proper analysis of cri-
teria (iii) to (vi) altogether. In particular, the long—ped vari-
ablities were more often subject to a mis-selection (andehe
re often classified as the lower confidence group defined in
ct[2.2.R), but they were still selected here becauseedf th
importance in studying stellar evolution. Therefore, ¢desng

hat the final sample is a list of candidates, the selecticgvea

1.02

.00

Normalized flux

0.98

0.96

0.94

(iii) The periodogram shows a relatively narrow spread atbu
the variability peak.

(iv) The flux maximum and minimum per cycle are often asyrrge

metric with respect to the flux average per cycle. N

(v) The amplitude varies randomly and smoothly, with a ch

acteristic period o 10-30« of the variability. :

(vi) The short-term flux variation has a smooth semi-sindabi very conservative.

; o trumental &ects were taken into account using a proce-
shape that can be superposed with a second semi-sine, n gfnstru . ;
in period, varying independently and smoothly in amplidure similar to that described in Degroote et al. (2009). @/ s
tude and pha lected 1000 LCs of diierent runs, interpreted as constant stars,

and computed the average of their Fourier periodogrameto id

Such a detailed description is needed because rotatiordmdify instrumental signatures. The variabilities found ach indi-

lation may indeed present very complex patterns and thése ydual LC were \{'S.l‘.'a”y CO”?Pafed V.V'th the instrumental 3gn
teria avoid subjectivity in the visual inspection. The raagn tUres and periodicities identified as instrumental wereated.
criteria (i) and (i) are those expected for most rotatingrst 't 1S important to note that identifying LCs with semi-
(e.g., Eker et al_2008; Hartman et @l 2010) and were chosﬁéﬂuso'd‘?‘l signatures as d_eflned hgre is useful for se@n:lgilqt-
as a compromise to save time. To apply criteria (i) and (& tHN9 candidates if no other information than photometry igilav

Lomb-Scargle periodogram was calculated within the Nyqui&Ple. However, not all semi-sinusoidal LCs are necessprdy
duced by rotation and not all rotating variables produceisem
3 In some cases, a faint third semi-sine contribution may also Sinusoidal signatures. A better selection of rotatingatalgs can
found. Superposed semi-sines may be due to spots but alsome s
pulsations. The other criteria must be analyzed carefaliyatidate this ~ * These amplitude variations were calculated within boxahs widu-
one. ration equal to the variability period.
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Fig.6. Subsample of LCs presenting the typical variabilities dd&®d in our analysis. The upper panel illustrates LCs okKFG
stars, the middle panel shows LCs of M-type stars, and therganel depicts the LCs for the Sun-like candidates defined i

Sect[3.B.

only be made with the aid of spectroscopic data. Neverthgle8.3. Sample description and biases
selecting this particular type of variation may provide ado

filtering of rotating candidates. Considering that we had obtained a list of rotating caneisiat

the selection methods described above may have biasedour sa
ple, for example, by excluding some regular sinusoidaklali-
ties. On the other hand, the selection may have pollutedriaeé fi
sample with other variables that are not rotators (for imsta
some semi-regular pulsators) that may show variabilitieses
what similar to the semi-sinusoidal signatures. Of coubse,
i , cause the aim of the methods was to minimize such a sample

All CoRoT N2 LCs of the exofield were first analyzed aUtomafsboIIution, a compromise with some bias is unavoidable.
cally to select sources with valid flux measurements, a medn For a general description of our final sample of 4,206 stars
greatgrtha;“/llfs(ggefs-ﬁ.l), and.m((ejetmg cnteamﬂ;lu). Fig.[@ shows their spectral type and luminosity class distri

ased on 2 Infrared photometric data, sources from trﬂfBQns, while Fig.[B depicts the variability amplitudes in gna
sample showing contamination and confusion flags were hd the periods of the corresponding 4,206 LCs. Thus, most
c!qded. These flags indicate that photometry/enﬂ!\/IASS PO f the stars in our sample exhibit variability amplitudewéo
sition measurements of a source may be contaminated oidbi n 0.05 mag, within a range compatible with rotational mod
by the proximity of animage artifact or a nearby source Of&Iaquulation.. Howev’er, other types of variabilities may also berfd
or greater brightness. within this amplitude range. The period distribution (Bgright
panel) may include physical aspects, but they mostly demiote

With visual inspection, all methods and criteria describe@fes. This can be explained by at least two facts. Firstytfied
above yielded a final sample of 4,206 targets exhibiting eontime span of CoRoT LCs of up t9150 days makes it more dif-
dent semi-sinusoidal variability, as we show in the nextieag ficult to identify the criteria described in Séc. 2]2.3 thader
with spectral types F, G, K, and M and luminosity classes Ilthe periods are. Second, the higher the frequency, the Itheer
IV, and V as listed in the CoRoTSky database. A portion of tHeumber of flux measurements cycle by cycle in an LC, which
sample has unknown spectral types and luminosity classes, halso complicates identifying those criteria. Therefonesiew of
after represented by a question mark (?). Table 2, presémtedhe full-width at half-maximum (FWHM) of the period distri-
electronic format, displays the computed periods and aoggi bution, the best selection of semi-sinusoidal variakeitin our
of variability, and diferent stellar parameters (CoRoT ID, righfample lies around 3-20 days.
ascention, declination, spectral type, luminosity cl&magni- Fig.[9 shows the color-magnitude diagram by comparing the
tude, V magnitude, CoRoT run, J magnitude, H magnitude, KROT parent sample of 124,471 LCs (in black) with our fi-
maghnitude, variability period, variability amplitude,csignal- nal sample of 4,206 stars (in red). This comparison indgate
to-noise ratio). The error average of the variability pdim~3% that some more biases were introduced by our selection pro-
and that of the amplitude is2 mmag. Fig[ b shows a sample ofcedure. Essentially, there is a cuf-oegion for stars fainter
LCs presenting the typical variabilities considered ingample, than ~14 mag for (J — H)s 0.8 and than~11 mag for (J —
namely a semi-sinusoidal behavior. H) > 0.8, caused by the/S selection described in Seff._Z2J2.1.

2.2.4. Final selection
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Fig.10. Top: example of a LC automatically misclassified in
C ! ! ' Debosscher et al[ (2007, 2009) as exhibiting rotational -mod
I Porent somple T ulation with a time period of 6.15 days. Bottom: color-perio
I Finol somple distribution for a subsample of stars automatically classiin
' Debosscher et al. (2007, 2009) and Sarro et al. (2009) dsagisp

e e T s

° ing possible rotational modulation.
—~ 10
o
O
£ > 2.4. Our sample selection versus automatic classifiers
T
It could be suggested that the sample provided in Debossher e
” al. (2007/2009) contains all parameters needed for thdtsesu
presented in Sedf] 3. However, their sample was obtained fro
a fully automatic classifier, which is useful for the prelivary
16 & selection of a large sample of LCs, but may present a number of

problems, particularly for CoRoT LCs, as detailed beloweTh
importance of our sample compared with that of Debossher et
oo 0z 04 06 08 1.0 1.2 14 al. (2007/20009) for the study of CoRoT targets is justificlbive

(J = H) As mentioned in the introduction, automatic classifiers

Fig.9. Color-magnitude diagram displaying the (J — H) color in@"€ Subject to misclassifications as a result of data atsifac
dex versus H magnitude for the parent CoRoT sample of 124,47/continuities found in CoRoT LCs may be interpreted as var

LCs (in black) and for our final sample of 4,206 stars (in red). 2Pilities by producing an incorrect calculation of pericaisd
the statistical measurements used in the classifiers. Foon-ex

ple, Fig[I0 (top) shows a CoRoT LC classified by Debossher et
al. (2007/2009) and Sarro et al. (2009) as displaying itati
modulation with a period of 6.15 days, Mahalanobis distafce
1.36, and class probability of 98.8%. Although these vahres
We verified that the distribution of the parent sample of 424, typical of a good classification, visual inspection cleathows
LCs is quite similar to a random selection of 2MASS sourcetis is a fake period caused by strong discontinuities.
This means that our sample is valid for relatively brightdiel Incorrect classifications as that in FHig] 10 (top) may contam
stars. Considering all biases, we are aware that our fingbleaminate a sample of stars and therefore hamper the identificafi
is not statistically complete. Nevertheless, it is largewggh for physical results. For instance, consider a subsample of \FGK
a robust global analysis if one is cautious to interpret hiogv t stars classified in Debossher et al. (2007, 2009) and Sarro et
biases may ffiect the physical results. For example, restrictingl. (2009) as having rotational modulation, to be comparitiad w
the sample to that region of the color-magnitude diagram mauyr results (see Sedi_8.1). Only the best classificationis wi
be advantageous, because it produces a stronger relattbe ofMiahalanobis distances smaller than 1.5 and class protiedili
color with the stellar evolutionary stage (see Sect. 3). higher than 90% were considered in that subsample, butitsho
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SO0 et T T S T compatible with a semi-sinusoidal signature, while theefatas
I G ¢ e an amplitude approximately constant over time, which isenor
| oF 7 | often observed in eclipsing binary LCs (see Sect. 2.2.3)tt
F o 1 other cases (B to I), our periods match the semi-sinusoigal s
= 60 * 7 7 nature, while the periods given by those authors correspond
- [ Dy C 7 1 long-term contributions not compgitible with .su_ch a signati
N , 1 relevant aspect of this comparative analysis is that, exioep
L L7 | AT01382555 1 case A, the disagreement is associated with the long peféad m
T 40F g % B:102683645 | surements computed byfir et al. [201R).
= e C:102720703 ||
= WV D:102623442 || ,
kel ] ,,-. £:102768154 || 2.6. Influence of reddening
& oot F:102666408 We used the (J — H) color index obtained from the 2MASS pho-
L . G:102675767 |4 tometry in our analysis, which may bé&ected by reddening. To
: H:102727947 || determine its ffect on our results, we computed pseudo-colors
Lo 11102755896 | as described in Catelan et al. (2011), which are suppose€ to b
o€ A T reddening-free. For instance, these authors consideesdata
0 20 40 680 20 collected with a set of five éierent broadband filters of the
Period (d) De Medeiros et al. Vista Variables in the Via Lactea (VVV) ESO Public Survey

to estimate reddening-free indices, which can be caladlaye
Fig.11. Comparison between period measurements of tbalibrating magnitudes or colors. Accordingly, we used 238A
present work and those obtained bffek et al. (201R2). The most magnitudes and equation (7) in Catelan efal. (2011) to chiter
strongly discrepant cases are marked by letters and th&pTo the pseudo-colors. As demonstrated below, a reddening@orr
IDs are listed in the legend. tion can dramatically fiect the behavior in the period-versus-
color distribution for our stellar sample.

no clear behavior in a color-period diagram, as seen in the bg Results and discussion
tom panel of Fig[_l0. This is not the case of our sample, which
is a source of relevant physical results to be demonstratihis  The aim of this pioneering investigation is to identify anthg-
study. Visual inspection was crucial in minimizing misaldis tify the level of semi—sinusoidal variability in stellar sCpro-
cations in our sample. duced by the CoRoT space mission. To that end, we dedicated
Finally, all CoRot targets classified in Debosscher épost of our éort to identifying through visual inspection the
al. (2007,/2009) as possible rotating variables were vigual-Cs without ambiguities in their semi-sinusoidal behavis a
inspected by us, independently of their Mahalanobis déstan result, 4,206 periods of variability for stars of spectsades F,
and class probabilities. Only4% of those targets show semi-G, K and M are now available. This section presents somestati
sinusoidal signatures as defined in SECL. 2.2.3. Therefuge otics and characteristics of the periods obtained, in paeias a
this fraction was included in our sample. These targetseeorfunction of colors.
spond to~60% of our whole sample, the remaining targets was
not classified in Debosscher et al. (2007, 2009) as possible
tating variables. Therefore, our sample has a substaniial n
ber of additional candidates for the study of stellar rotat\We Fig.[I2 (top panel) shows the variability amplitude as a fiomc
emphasize that the 96% of the LCs classified in Debosschebgtariability period for the final sample of 4,206 selectéat's.
al. (2007[2009) that are not included in our sample are not n@ne also observes a slight trend of finding higher amplitades
essarily misclassifications. The large fraction of rejddt€s, in  longer periods. Whether this has a physical contributiofsor
the context of the present study, indicates that these LG®t0 only caused by biases is not clear. In principle, the lonber t
fulfill the main criteria adopted by our selection procediarea period, the more diicult it is to detect a faint signal — because
semi-sinusoidal signature. of the fewer observed cycles — which could produce a biasdn th
amplitude. However, the cutfoby SN based on Fid.12 should
have reduced this possible bias. On the other hand, thewauser
behavior for the period dependence on amplitude in[Fig. 12 ma
also be &ected by a color bias (see Hig. 9). Despite these biases,
The literature @ers now a substantial list of 1978 period meathis behavior may still have a physical influence, as we discu
surements computed from CoRoT LCs, 1727 of which intein the beginning of the next section.
preted by their authors as rotation period<téh et al.[201R2). Fig. (12 (bottom panel) depicts variability amplitude as
From this sample, 216 targets are in common with our sam- function of the variability period for a subsample of
ple, which dfers the possibility for a preliminary comparisormain-sequence stars (selected from CoRoT luminosity klass
between the two sets of measurements.[Fify. 11 displays eur fecording to Basri et al[{2011), main-sequence stars afe ex
riod estimates versus those obtained lffeAet al. [201R2). Of the pected to be more active for shorter periods and may be more
216 targets in common, the periods agree excellently fouab@bviously periodic or display larger variation amplitudesless
95%. For the main discrepant cases, indicated in [Ei§). 11, thetivity was too uniformly distributed). Therefore, onaiex-
following aspects should be outlined: case A has two types péct some trend for an amplitude decrease with increasimngpe
variabilities superposed, one of which was selected by ds &aior main-sequence rotating variables, which is not obskiue
the other by Ater et al. [201R). The variability selected by us imur sample. However, according to literature data, thisataiein

51. General description of the variability behaviors

2.5. Comparison with period measurements available in
literature
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grids, red represents a greater number of stars, purpleates
a lower number of stars, and black depicts an absence of stgfig 14. Color-period diagram, showing the variability period
The distribution of amplitude is shown at the right side offea 35 a function of a pseudo-color for our final sample described
panel and the period distribution is indicated at the topawfe in Sect[2. This pseudo-color, denominatd] is suggested as
panel. reddening-free by Catelan et dl. (2011) and is computed as de
scribed in Secf.2]6. Circle size represents the variglaitinpli-
tude in mag and colors indicate the luminosity class. Th&glp

was also absent from a sample of field stars selected asuptafi’™r 0fCs is displayed by the error bar.
candidates in Hartman et al. (2010) and in a sample of chro-
mospherically active binaries with photometric rotatiaripds
studied in Eker et al[{2008). , _ _ o

By combining period, color index, amplitude, and |uminos_c_>opulat|o_ns tend to show an increase of the perlod_w_lth aere
ity class, we achieved a detailed overview of the semi-siiag "9 color index, each at afilerent rate. These two distinct pop-
variabilities for the sample described in Ségt. 2. Eig. 16uah ulations should be related toftérent evolutionary stages of the

the color-period diagram, where the variability period listed stars. In fact, there is a substantial number of giant statke
as a function of color index (J — H). Circle size indicateswhg- POPulation to the right. On the other hand, stars from ciaéise

ability amplitude in mag and colors correspond to the CoRd}: @hd V are more or less uniformly distributed to the lefhi
luminosity class. This figure provides outline variabiiin the diSPersion of luminosity classes may be associated witlernc
evolutionary context. From a global perspective, theragleast t&inties in the parameters of the CoRoTSky database. There a
two important facts in this color-period diagram. Firssliows @ISO quite a few stars with low amplitude variability in tigon
two distinct stellar populations: one to the left, with (J ) & with (J — H)< 0.55, while those with a color index between 0.55

0.85, and another to the right, with (J — §1)0.85. Second, these {0 0.9 mostly have higher amplitudes. _
Fig.[14 shows the color-period diagram, where, instead of

5 More details about those public data are provided in §€dt. 3.  (J—H), we used a pseudo-coley,= (J—H)-1.47(H-Ks), sug-
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gested to be reddening-free in Catelan efal. (2011, S&gt.la. sample of Eker et al[[{2008) has a maximum around 0.05 mag,
this case, the gap that was clearly seen in[Eiy). 13 is not eiidewhile the highest amplitudes for our sample occur at around
even though close inspection of the distribution confirnasthe 0.025 mag, possibly because CoRoT was designed to observe
¢z distribution is also bimodal, with the two modes strongédti fainter sources. In summary, the global behavior of theaslF

to the same two modes that are seen in[ELf. 13. There are aat lét&ss in our final sample is compatible in many aspects witt th
three possible reasons for the less prominent gap il Elgas 4.expected for rotating stars, based on the literature. Nesiess,
compared to Fid._13. First, the combination of three filtarthe we should be cautious with the interpretation of the whae li
case ofcs, as opposed to just two in the case of (J — H), leads td periods, because physical phenomena other than rotzdion

an increase in the propagated errors, and accordinglypieal  produce LCs with semi-sinusoidal behavior, as discussesl he
error bars in the; values are larger than the corresponding ones

in (J—H). Second, theoretical evolutionary tracks revieat the

ext_ension of the Hertzsprung gap is reduced (in mag uniteywhg 5 Rotating Sun
going from (J — H) tocs: for instance, for a 3/, star, based

on evolutionary tracks from the BaSTI| database (Pietriifer _ _
al.[2004), the interval between the main-sequence tiipwnt The rotation period of the Sun ranges from 23 days at the equa-
and the base of the RGB amounts to about 0.5 magnH, tor to 33.5 days at the poles (e.g., Lanza ef al. 2003). Based o
but only about 0.35 mag igs. Third, (J — H) is found to be solar values of the (J — H)color index defined in the litera-
more tightly correlated with the spectroscopic tempegstfiom ture, we rr_1ade an additionaffert to identify stars in the_ present
Gazzano et al[{2010) thag — an efect that may also be relategSample with (J — H) colors near the solar value that display va

to the increased errors thafect the latter quantity. ability periods close to the Sun’s rotation, namely ro@gt8un-
like stars. According to recent research, the solar (J o iRb

dex ranges from 0.258 (Holmberg etlal._2006) to 0.355 (Rieke
3.2. Root-cause of the semi-sinusoidal variability in CoRoT et al.[2008). In addition, Zhengshi et &l. (2010) computed (J
LCs H), = 0.288, from Valcarce et al. (20112) we estimated (J  H)

The observed color-period scenario (FIgS. 13[@dd 14) magbeT, 0.347, whereas Casagrande et[al. (2006) give a listfbérei

flecting some physical contribution even if there is some‘s,biaent estimates of solar color indexes (J —HBased on these

h ' : : : ferences, we established an average (J>—=H).315+ 0.04.
following the discussion presented in SECT] 2.3. As obskive |c o : . o
Fig.g, e%olved sources aPe rather selected at higher cdlbes, Within the solar rotation period from 23 to 34 days and foocol

such a bias may produce an evolutionary selection that can Qdmes (J - H) between 0.275 and 0.355, we identified wastar

: : ; I , only one source is a G-type star of luminosity cl4ss
tially explain the behavior observed in Figs] 13 14. Fer e 'OWEVer, only L

ample, if our sample is composed of rotating candidates, itV|Vlth an amplltudellowe][ than 0.05 mag. ConS|deir|n.g a( _I H)
natural to expect longer periods for higher colors, basquhys- [2n'9€ two times wider, from 0.235 to 0.395, results in a tota
ical reasons related to stellar evolution theories (e kstriém et three stars exhibiting period and amplitude variabiliyyell as

: : a spectral type and luminosity class close to the Sun. Thexef
er'nDF;?—it_ﬁj)éThls may also be the case in Elg. 12 (top panelfier tone of the by-products of this study is a set of three roteSing—

: like candidates in the context of photometric period, nanied
To check our results, we compared our sample witt800 .
field stars available in the HATNet Pleiades Rotation Peri %OROTIDS 104049149, 104685082, and 105290723. According

Catalogue described in Hartman et Al. (2010). The authars c 0 Figs[T and8, the identified candidates seem to be contpatib

ducted a survey to determine stellar rotation periods in t T R L
Pleiades clusterénd obtained photometric periodg of haster Pt%e distribution of spectral type, color, and variabiligripd.
members. The non-cluster members, assumed to be field stars,

show variabilities suspected to be rotational modulats®y-

eral of which may have other physical natures, as observed3. Variability of M-type stars

the present study. For these field stars, the period disimiiis

very similar to those of our sample, but there are sevei@b%) Rotational modulation in M-type stars can be consideredipos
sources containing periods between about 0.1 and 1.0 dayspje based on the results reported by Hiinsch ef-al, (2008. Th
the color-period diagram, field stars observed in Hartman gfithors examined M-type giant stars and found indicatidns o
al. (2010) are reasonably compatible with our sample for th@riapility in H-alpha and Ca | 6572, which may be related to
21.0 day period. As in our sample, there is a slight increase dRromospheric activity. Our sample contained 96 stars e€-sp
amplitude with the rise in color index. _ _ tral type MV with amplitude variability ranging between 04
Furthermore, we analyzed the data available in the catdlogspd 0.2 mag and 416 stars of spectral type MIIl with ampli-
chromospherically active binaries provided in Eker et2008), tudes ranging between 0.01 and 0.5 mag. Of course, folloig-up
which contains information on brightness, colors, phottite needed to check the nature of these variabilities, but tiig e

and spectroscopic data, and physical quantities for 409diedl 5 substantial amount of M-type stars with rotational motioita
cluster binary stars. These data provide a basis for detérqi

to what extent our sample exhibits photometric charadiesis Our sample of M-type stars may also be useful for future
similar to those of stars with measured rotation periodseéd, studies, based for example on the investigation conducged b
some binary systems may be impacted by tidédas; however, Herwig et al. [2008). These authors analyzed the s-process i
the overall statistics of the sample in Eker et Al. (2008) lsan rotating stars of the asymptotic giant branch (AGB), buaabdd-
considered for comparison with our sample. Moreover, onr-satained to date are inflicient to understand many aspects of stel-
ple may also be composed of non-eclipsing binary systems & evolution. This is because M-type giant stars — eitheBRG
fected by tidal interactions. The color-period diagranmhefEker AGB — generally do not exhibit significant stellar activityew

et al. [2008) sample shows higher amplitudes for (J *H)55, results may be obtained if at least a fraction of our M-tyaesst

in line with our sample. Nevertheless, the amplitude rarfgleed are confirmed to present rotational modulation.

—like candidates?

10
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ook 7 are in fact not derived from the same parent distributioris Th

— result reinforces the scenario observed in Eig. 15, withearcl
0 20 4OP . d6o 80 100 excess of long periods among stars located in the Galaatic ce
eriod (d) ter compared with those in the anti—center. Of course onklcou

Fig. 15. Distributions of the variability period in the sample dequestion whether the fierence in these distributions is pro-
scribed in Sec]2. Distributions are normalized with respe duced by biases related to the LC time spans. Although lodg an
their maxima and are compared for the Galactic center arid asghort runs are found either in the Galactic center or in thie an
center in accordance with the symbols in the legend. Frortotopcenter direction, there are several long runs in the ceritec-d

bottom: full sample, main-sequence stars, subgiants, @mdsg tion with shorter time spans than usual (LRc03-06; see Bble
This could limit the sample to shorter periods in that reglmrt

longer periods are found in the center direction. Therefire
difference in the period distributions does not seem to be caused
3.5. Is there a center versus anti-center difference in the by biases and may have a physical explanation with a similar
behavior of variability period distributions? discussion as in Se€f_3.1. The explanation is possiblyee i@
the fact that more population Il stars lie in the Galacticteen

Here we obtain some statistics on the distribution of the co an in the anti-center direction.

puted variability period. Figl_15 shows the period distribu
tion for the entire sample of 4,206 and forfférent luminos-
ity classes, With stars segregateql according to Galaagiome 4. Conclusions and future work

namely Galactic center and anti—center. The upper panel in

Fig.[I8, where the three luminosity classes V, IV, and Ill ar€his study presents an overview of stellar LCs obtained by
combined, shows that both distributions peak at aroundags d CoRoT within a wide range of period, color, and variability-a
and decrease rapidly for increasing periods. Neverthefess plitude. This is the first time that a homogeneous set ofastell
stars located in the Galactic center there is an excess df lorriability measurements, obtained using only one insémin
periods compared with those in the Galactic anti—center. Tas been analyzed for a large sample with wide ranges ofcgherio
determine whether the present data sets for the Galactic ceariability amplitude, and color, taking into account ttigeets of

ter and anti—center are significantlyffégrent, we performed a reddening on the results. As such, we were able to demoastrat
Kolmogorov—Smirnov (KS) test (Press et[al. 2009), which cathe global distribution of these parameters in a repretenta
culates the probability that two distributions are derifredn the valid for field stars.

same parent distribution. Fig.116 shows the cumulativetfans A total of 124,471 LCs were analyzed, from which we se-
for the two variability period distributions. The probatyilvalue lected a sample of 4,206 LCs presenting well-defined semi-
of 1.7x1078 obtained by the KS test indicates that the two distrsinusoidal signatures. Each LC was treated individuallgdy
butions are in fact not drawn from the same population distri recting trends, outliers, and discontinuities. Throughmbe
tion function. In addition, KS analyses were conducted byco Scargle periodograms, harmonic fits, and visual inspecti@n
paring stars in the Galactic center and anti—center acogtdi  selected the most likely periods for each variability. Camgle
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shows periods ranging from0.33 to~92 days, and variability Debosscher, J., Sarro, L. M., Aerts, C., et al. 2007, A&A, ATB9

amplitudes betweer0.001 and~0.5 magnitudes, for FGKM Debosscher, J..L. Sarro, M., Lpez, M., et al. 2009, A&A, ST
stars with (J _ H) from- 0.0 to 1.4. Degroote, P., Aerts, C., Ollivier, M., et al. 2009, A&A, 50671

. . .. Dworetsky, M.M. 1983, MNRAS 203, 917
The color-period diagrams of the sample indicate several @gq; Kk Filiz-Ak N.. Bilir. S. et al. 2008. MNRAS. 389. 122

pects compatible with rotational modulation. The increase Ekstrom, S., Georgy, C., Eggenberger, P. et al. 2012, A&Y, 7146
variability amplitude around (J — H} 0.55 corroborates stud- Gazzano, J.-C., de Laverny, P., Deleuil, M. et al. 2010, A&23, A91
ies on rotating variable stars by Eker et &I, (2008) and I&ilt 8"""”‘2‘3,55; Z‘,Z.gogkﬁigéﬁf' 5£5Ch eller. E. ot al. 2014RAS, 415, 1577
et al. [2009). The overall behavior of the increasing pewiatth 1200 SEh ooy T8RSy e 5010, MNRAS, 405
rising color index is compatible with theoretical preditts of Hartman, J. D., Gaudi, B. S., Pinsonneault, M. H., et al. 20q9 691,342
stellar rotation. Results from this investigation were gamed Herwig, F., Langer, N., Lugaro, M. 2003, AJ, 593, 1056
with public data for field variables by Hartman et &l (Z010)e  Holmberg, J., Flynn, C., Portinari, L., 2006, MNRAS, 367944
distribution periods and variability amplitudes reporteste are :"“T‘SCh' M. 2001, in Astron. Ges. Abstr. Ser., 18, MS 07 10
. - . . . rwin, J., Berta, Z. K., Burke, C. J. etal. 2011, ApJ, 727, 56

compatible with data in the corresponding color range. li-ad | 5,5 A F., Aigrain, S., Messina, S. et al. 2009 A&A 506, 255
tion to our overall results, we identified a subset of threB-SuLanza, A. F., Bonomo, A. S., Moutou, C. et al. 2010, ARA, 52G3A
like candidates in the context of photometric period anagol Lanza, A. F., Bonomo, A. S., Pagano, |. et al. 2011, A&A 5254A1
which may be of particular interest for future studies. Muoer, La”ii 2- E ggggfx’ ,\//*I- %é&aﬁgd?rg'a'}/lé%%?'/x /}‘8/;’*;1 ‘53‘3‘57141
we analyzed a subsample of more tha.m 400 M-type _glant St#_g;enl’)erg, K. 1944, (’Qua{rterlgl of Applied Matheymatic.’c,, 216
whose behavior seems compatible with recent studies of rofgmp, N. R. 1976 Ap&SS, 39, 447
tional modulation. In addition, the distribution of varibty pe- Marquardt, D. W. 1963, SIAM Journal of Applied Mathematit4, 431
riods for the CoRoT targets tends to bé&elient when compared Meibom, S., Barnes, S. A., Latham, D. W. etal. 2011, ApJ, I38,
with Galactic center and anti-center directions. Finaltg be- Meibom. S., Mathieu, R. D., & Stassun, K. G. 2009, ApJ, 695 67
havior of the variability period distribution in the periecblor Mistis, D., Schmitt, J. H. M. M., Carone, L. etal. 2010, A&#23, AZ6

¢ ' ’ Pietrinferni, A., Cassisi, S. Salaris, M. et al. 2004 ApXR 6168
diagram appears to substantially depend on reddeningceorngress, W. H., Teukolsky, S. A., Vetterling, W. T. et al. 19@2\umerical recipes,
tion, which may significantly fiect age—period analyses such as Cambridge University Press
that arted out n Aer et al-(2012). S e o 200 A

Observations of apparently bright stars generally proifide .’y " Fiaino, F. Costa, 3. E. S. ot a. 2007, aXiaqsf0703353
formation concerning intrinsically bright stars. The CARQis-  sarro, L. M., Debosscher, J., Lopez, M. et al. 2009, A&A, 4829
sion makes the important contribution of increasing the-sarscargle, J. D. 1982, ApJ, 263, 835
ple of intrinsically faint stars and accumulates a large anto gitlva-Va"Q, A-K &léagz?, A-/'; t201r11 AS&A 522%1033?7 -
of micro-variabilly data for the Sources. This demonsisdhe SISSTIect & ksion stonhys Tey 000 17251
importance of this work for studying the general variapifor - \icarce, A. A. R, Catelan, M., Sweigart, A. V. 2012 AZA, 5455
a significant sample of intrinsically faint field stars. Mover,
this investigation enables future studies of the particcdase of
stellar rotation.
Although in many respects our results match those expected

for rotating stars, photometric data alone are fhisient for
identifying the physical nature of the variabilities. Tatare, ad-
ditional research is necessary to confirm the root—causkeof t
variabilities. As part of future research, we will combinero
database with a set of spectroscopic observations curtamder
analysis by our team. This will allow a more accurate assestsm
of the results, particularly with regard to stellar rotatio
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