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INVESTIGAÇÃO NUMÉRICA DA AEROTERMODINÂMICA DE
VEÍCULOS NA REENTRADA COM IMPERFEIÇÕES NA

SUPERFÍCIE DO TIPO CAVIDADE

RESUMO

No projeto de véıculos hipersônicos, o conhecimento dos fatores que afetam as car-
gas térmicas e aerodinâmicas que agem na superf́ıcie do véıculo se torna imperativo.
Usualmente, no cálculo das cargas térmicas, a análise assume que o véıculo possui
uma superf́ıcie livre de imperfeições ou descontinuidades. No entanto, imperfeições
ou descontinuidades estão presentes na superf́ıcie de véıculos na reentrada visando
atender diferentes propósitos. Neste cenário, um estudo numérico é realizado com
o propósito de examinar o impacto de cavidades na estrutura do escoamento e nas
propriedades aerodinâmicas na superf́ıcie de véıculos na reentrada, sob condições de
escoamento hipersônico rarefeito. A análise foi realizada por um código computa-
cional robusto que leva em conta os efeitos de não-equiĺıbrio térmico. Uma descrição
detalhada do impacto nas propriedades do escoamento – velocidade, massa espećı-
fica, pressão e temperatura – bem como nas propriedades aerodinâmicas na super-
f́ıcie – fluxo de moléculas, transferência de calor, pressão e atrito – é apresentada
para seções nas vizinhanças das cavidades devido as variações na razão largura-
profundidade (L/H). A analise mostrou que as recirculações dentro das cavidades
são funções da razão L/H. Nos casos onde L/H < 3, a estrutura do escoamento
sobre as cavidades representa aquela observada para “open cavity”. Entretanto, para
o caso onde L/H = 4, a estrutura do escoamento corresponde a uma “closed cav-
ity”. As propriedade aerodinâmicas também foram apresentadas e os maiores valores
foram obtidos para a face a montante da cavidade, mais precisamente, na quina das
cavidades. A análise mostrou, também, que as cargas aerodinâmicas obtidas são
muito maiores a aquelas observadas para uma superf́ıcie livre de discontinuidades.
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ABSTRACT

In the design of hypersonic vehicles, the knowledge of factors that affects the thermal
and aerodynamic loads acting on the vehicle surface becomes imperative. Usually,
in the thermal load calculations, the analysis assumes that the vehicle has a smooth
surface. However, discontinuities or imperfections are present on the surface of reen-
try vehicles. In this scenario, a numerical study was performed with the purpose to
examine the impact of cavities on the flowfield structure and on the aerodynamic
properties on the reentry vehicle surfaces, under conditions of rarefied hypersonic
flow. The calculations were performed with a robust computer code that takes into
account for the effects of thermodynamic non-equilibrium. A detailed description
of the impact on the flowfield properties – velocity, density, pressure and temper-
ature – as well as the aerodynamic properties on the surface – number flux, heat
transfer, pressure and skin friction – is presented at the vicinity of the cavities due
to variations in the width-to-depth (L/H) ratio. The analysis showed that the re-
circulation region inside the cavities is a function of the L/H ratio. It was found
that, for L/H < 3, the cavity flow structure represented that one observed in a
“open cavity”. Conversely, for L/H = 4, the cavity flow structure corresponded to
that of a “closed cavity”. In contrast, for the aerodynamic quantities acting on the
cavity surface, it was found that the pressure load and the heat load presented the
maximum values along the cavity downstream faces, more precisely, at the shoulder
of the cavities. In addition, these loads are much larger than those attained in a
smooth surface.
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1 INTRODUCTION

1.1 Motivation

In the design and development of hypersonic vehicles, the knowledge of factors affect-

ing the mechanical and thermal loads acting on the reentry vehicle surfaces becomes

imperative. Usually, in the thermal load calculation, the analysis assumes that the

vehicle has a smooth surface. However, discontinuities or imperfections, such as cav-

ities, gaps or steps, are often present on the aerospace vehicle surfaces due to fabri-

cation tolerances, sensor installations, space between the thermal protection plates,

and differential expansion or ablation rates between nonsimilar materials (BERTRAN

et al., 1967; BERTRAN M. H.; WIGGS, 1963; HAHN, 1969; JAKUBOWKI A. K.; LEWIS,

1973; MORGENSTERN A.; CHOKANI, 1994; NESTLER et al., 1969; NESTLER, 1982).

Such surface discontinuities constitute a potential source of premature transition,

from laminar to turbulent, and increased heating.

The flow inside cavities and gaps or around steps can be complex due to pressure

gradients (EVERHART et al., 2006), to the fluid structure interaction (HINDERSKS

M.; RADESPIEL, 2006), and to others aspects. Moreover, the flow configuration be-

comes more complex if the vehicle structure is deformed by thermal or mechanical

loads. These thermal or mechanical loads may cause significant changes in the di-

mensions of cavities, gaps or steps between the thermal protection plates located on

the vehicle surface. Consequently, such modifications in the geometry of the vehicle

can lead to the appearance of stagnation points, hot spots, flow separation or affect

the boundary layer transition. The thermal protection system of reentry vehicles,

such as that in the space shuttle or in the space vehicle X-38, shown in Figure 1.1,

requires cavities and gaps between the ceramic tails in order to compensate the

thermal expansion of the material. In this context, a detailed prediction of the flow

conditions and the thermal loads due to the presence of cavities, gaps or steps in

the thermal protection system becomes necessary.

According to the final report of the Columbia Accident Investigation Board

(CAIB) (EVERHART et al., 2006), the probable event resulting in the loss of the

space shuttle Columbia, during flight STS-107 on February 1, 2003, was identified

as a breach in the thermal protection system of the leading edge of the left wing,

caused by a peace of insulation foam, as shown in Figure 1.2.
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FIGURE 1.1 - X-38 vehicle leading edge.

FIGURE 1.2 - (a) Space Shuttle configuration (b) Damage site location.

This example highlight the importance of cavity flow phenomena and their sensitiv-

ities. In addition, it indicates that an accurate determination of aerothermodynamic

loads is a necessary requirement for an optimal design of reentry vehicles.

1.2 Reentry Flow Regimes

Space vehicles reentering in the Earth´s atmosphere undergo not only different ve-

locity regimes, hypersonic, supersonic and subsonic, but also different flow regimes,

free molecular flow, transition and continuum, and flight conditions that may dif-

ficult their aerodynamic design. Important physical interactions arise between the

vehicle and the environment around the space vehicle. At the highest altitudes, the
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interaction of the vehicle with the atmospheric air is characterized by the free molec-

ular flow. In this regime, the molecules of the environment collide with the vehicle

surface, interact with the surface and are reflected from the surface. Moreover, col-

lisions of reflected molecules with incoming molecules from the freestream are not

frequently in this flow regime. As a result, they are ignored.

As the vehicle enters a little deeper into the Earth´s atmosphere, the mean free path

between incoming freestream molecules decreases, and collisions between molecules

reflected from the vehicle surface and the molecules incoming from the freestream

can no longer be ignored. As a result, the flow in this condition defines the transition

flow regime, i.e., transition between the collisionless flow regime and the continuum

flow regime. In the transition flow regime, the contribution of aerodynamic forces

and heat flux to the vehicle surface start to increase rapidly with decreasing alti-

tude, causing large changes in the aerodynamic characteristics of the vehicle when

compared with those observed in the free molecular flow. As the vehicle continues

to enter into the atmosphere, it finally reaches the continuum flow regime. In this

regime, the flow around the vehicle is treated by a macroscopic model that considers

the air as a continuum, and the description of the flow is made in terms of spatial

and temporal variations of the primary properties, such as velocity, pressure, density

and temperature.

The basic criterion that determines the flow regime – collisionless, transition or

continuum – is given by the Knudsen number as follows,

Kn =
λ

l
(1.1)

where λ is the mean free path traveled by molecules between collisions and l is a

characteristic length of the body.

A flow is defined in the continuum regime when the Knudsen number tends to zero.

On the other hand, a flow is defined in the free molecular flow as the Knudsen

number goes to infinity. Figure 1.3 presents the classification of flow regimes as a

function of the local Knudsen number.
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FIGURE 1.3 - Flow regimes as a function of the Knudsen number.

The flow regimes are identified to provide guidance on the required equation sets

and physical models for a numerical simulation (ANDERSON, 1989). For instance,

for flows around reentry vehicles in the range from 120 to 60 km of altitude, the

molecular mean free path λ may be of the order of the dimensions related to the

discontinuities on the vehicle surfaces. In such a circumstance, the Knudsen number,

which indicates the degree of flow rarefaction, may be in the range of the transition

flow regime, i.e., between the continuum regime and the collisionless regime. The

dimensions of the imperfections or discontinuities on the surface, the depth H and

the width L for cavities or gaps, are usually on the order of 3 to 6 mm (EVERHART

et al., 2006; GAI S.; MILTHORPE, 1995). Therefore, as a base of comparison, for 90,

80, 70, and 60 km of altitude, the molecular mean free path λ is 26.03, 4.11, 0.929,

and 0.265 mm, respectively. As a result, for H (or L) of 3 mm, the global Knudsen

number is the order of 8.67, 1.37, 0.31, and 0.088, for altitudes of 90, 80, 70 and

60 km, respectively. By considering H (or L) of 6 mm, the global Knudsen number

is reduced by half. In this scenario, the Knudsen number is in the transitional flow

regime, usually defined by the range 0.1 < Kn < 10. In the transitional flow regime,

the concepts of the continuum hypothesis do not apply and the molecular structure

of the gas must be considered.

1.3 Previous Contributions

Flows on cavities, gaps, or steps, which are found in many engineering applications,

have been investigated for several decades. In aerospace engineering, cavities, gaps or

steps appear as design features in modern aerodynamic configurations. Several exper-

imental and numerical studies (CHAPMAN et al., 1958; BERTRAN M. H.; WIGGS, 1963;
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CHARWAT et al., 1961a; CHARWAT et al., 1961b; BERTRAN et al., 1967; CHARBONNIER

J.; BOERRIGTER, 1993; HAHN, 1969; NESTLER et al., 1969; CHARWAT, 1971; PLEN-

TOVICH et al., 1993; MORGENSTERN A.; CHOKANI, 1994; GAI S.; MILTHORPE, 1995;

GROTOWSKY I. M. G.; BALLMANN, 2000; JACKSON et al., 2001; HOZUMI et al., 2004;

EVERHART et al., 2006; HINDERSKS M.; RADESPIEL, 2004; HINDERSKS M.; RADE-

SPIEL, 2006; SHANKAR P. N.; DESHPANDE, 2000; ZDANSKI et al., 2004; NARIS S.; VAL-

OUGEORGIS, 2005; LEE G.; CHANDRA, 2006; ROWLEY, 2000; CHENG M.; HUNG, 2006;

EVERHART et al., 2006) have been conducted with the purpose of investigating the

impact on the flowfield structure of aerospace vehicles due to discontinuities or im-

perfections present on the surface of such vehicles. For the purpose of this introduc-

tion, only a few of these studies will be discussed below.

Charwat et al. (1961a,b) performed a comprehensive study of a low supersonic cavity

flow, M∞ ∼ 3, and postulated and verified the existence of an alternative emptying

and filling of the cavity. Local heat flux to the cavity floor was investigated. Their

heat transfer measurements were made by a steady-state technique by utilizing an

estimative recovery temperature.

Bertran and Wiggs (1963) have investigated experimentally the effect of distortions,

consisting of slots, small steps and local curvatures, on the wing of a hypersonic

vehicle. The effect of distortions in the distribution of pressure and heat flux to the

surface was investigated for Mach numbers of 7 and 10, and angles of attack up

to 20 degrees. According to the results, the surface distortions had a much smaller

effect on local pressure than on the local heating. The study showed that all the

distortions investigated caused at least high local increase in aerodynamic heating.

An experimental study of the flowfield structure and wall heat transfer within the

separated flow region of an annular cavity was investigated by Hahn (HAHN, 1969).

Tests were conducted at a freestream Mach number of 7.3, total temperature of

1110K, wall total temperature ratio of 0.26, freestream Reynolds number per meter

ranged from 1.6 to 6.3x106, and length-to-depth ratio of 5.33, 8.0 and 10.67. The

study focused on the effects of Reynolds number and cavity length-to-depth ratio

by considering laminar and transitional flows. For laminar flow, it was found that

the velocity along the straight line connecting the separation and reattachment lo-

cations gradually increase in the downstream direction. The ratio of local dividing

streamline velocity to the outer-edge boundary-layer velocity approach 0.35 near the

reattachment region for both laminar an transitional flows. In addition, the inves-
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tigation pointed out that the gas temperature in the cavity increased toward the

reattachment region, which is consistent with the heat transfer rate on the cavity

wall. Also, the magnitude of the temperature increased with increasing Reynolds

number and cavity length-to-depth ratio.

Nestler et al. (1969) conducted an experimental investigation on cavities and steps

in a hypersonic turbulent flow. For the flow conditions investigated, they found that

the pressure distributions in the cavity presented a typical behavior of closed cavity

flow in the sense that the flow expands into the cavity, reattaches to the floor, and

separates as it approaches at the downstream corner.

Unsteady hypersonic flow over cavities was investigated numerically by Morgen-

stern Jr. and Chokani (MORGENSTERN A.; CHOKANI, 1994). The objective of their

study was to examine the effects of Reynolds number and the cavity length-to-depth

(L/H) ratio. According to the authors, relatively large heat transfer rates and static

pressure variations were observed in the rear part of the cavity. In addition, flow

oscillations were observed for high Reynolds number flows. Results also showed that

the amplitude of these oscillations increased with the cavity L/H ratio.

Jackson et al. (2001) conducted a combined experimental/computational study of an

axisymmetric cavity in a low Reynolds number and Mach 9 flow. The cavity length-

to-depth (L/H) ratio investigated covered the range from 1 to 8. For the shorter

cavities a good agreement between experiment and laminar CFD was found on the

front and back faces of the cavities. In the fore-body and after-body, it was observed

a strong evidence for laminar flow. In the cavity floor, there was a disagreement

between CFD and experiment results when flow unsteadiness was considered as the

significant feature.

Everhart et al. (2006) investigated experimentally the effect of a pressure gradient

on the local heating disturbance of rectangular cavities in a hypersonic flow condi-

tions using a Mach 10 tunnel. This experimental study showed that for short (open)

cavities, pressure gradient has a minimal effect on the average floor augmentation.

In the other hand, for long (closed) cavities, pressure gradient increased the average

heating by a factor of 50% above the zero gradient conditions, which was approxi-

mately 0.3. An assessment of the maximum increasing on the end wall revealed no

apparent effect for the short cavity; however the analysis was inconclusive for the

long cavity.
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Based on the studies available in the open literature (EVERHART et al., 2006), the flow

regimes over cavities can be generally classified as illustrated in Figure 1.4. According

to this figure, the flow regimes through cavities are identified by the length-to-depth

(L/H) ratio. As a result, four main cases can be defined as following:

• L/H < 1: short or deep cavities are defined as gaps. The main flow on

the gap induces a column of counter-rotating vortices inside the gap. The

number of vortices is approximately given by the H/L ratio.

• 1 < L/H < 10: defined as open cavities. In this range, the flow conditions

are stable. The mainstream flow does not enter in the cavity directly. The

pressure in the cavity is typically above that of the environment and reaches

a peak at the corner of the cavity front face.

• 10 < L/H < 14: defined as transitional cavities. Cavities in this range are

considered as unsteady, since the flow alternates between open and closed

cavity. These cavities are avoided in experimental tests due to the com-

plexity of instrumentation and test time necessary to observe the transient

process.

• L/H > 14: defined as long cavity and denoted by closed cavities. The flow

conditions are stable, similar to those in open cavities. In this configuration,

three distinct types of flow can occur if the cavity is sufficiently long: (1)

the upstream flow is able to penetrate in the cavity and to reach the bottom

surface, similar to the flow on a backward-facing step, (2) the boundary

layer on the bottom surface may develop and reach the outside, and (3) as

the flow reaches the cavity frontal face, it turns outward in a similar way

like the flow in a forward-facing step.

It should be mentioned in this context that the precise boundaries between open,

transitional, and closed cavity flows depend on the freestream Mach number and

on the cavity width-to-depth (W/H) ratio (PLENTOVICH et al., 1993). As matter of

fact, different investigations have pointed out L/H ratio values ranging from 9 to 11

as the upper limit for open cavities, and from 12 to 15 as the lower limit for closed

cavities.
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FIGURE 1.4 - Flowfield structure in cavities.

1.4 Present Work

The purpose of the research described in this dissertation is to investigate the impact

of discontinuities or imperfections, often present on reentry vehicle surfaces, on the

flowfield structure and on the aerodynamic surface quantities. In this work, the

flowfield structure is defined by the distribution of the primary properties, such

as velocity, density, pressure, and the kinetic temperature, adjacent to the vehicle

surfaces. Aerodynamic surface quantities are identified by the heat flux, and the

normal and tangential forces acting on the vehicle surface.

In the present study, discontinuities or imperfections are modeled by cavities situated

in a hypersonic flow and a sufficiently high altitude where the appropriate mean free

path becomes large for the use of continuum hypothesis but not large enough for

applying free molecular concept. In order to assess the overall performance of these

cavities, a parametric study related to the effects of the length-to-depth (L/H) ratio

will be explored. In pursuit of this goal, two-dimensional hypersonic cavity flows will

be investigated by employing the Direct Simulation Monte Carlo (DSMC) method.

The application of the DSMC method has been aimed primarily at the transition

flow regime, which is characterized by Knudsen numbers that are above the upper

limit for the validity of the Navier-Stokes equations but below the level at which
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the flow falls into the free molecular flow regime. In the transition flow regime, the

aerodynamic heating and the forces acting on the vehicle surfaces are very sensitive

to the degree of rarefaction. Therefore, attempts will be made to isolate the sensi-

tivity of the thermal and pressure loads for different Knudsen numbers by changing

the cavity L/H ratio.

The material in this dissertation is organized into five more chapters. In Chapter

2, a description of the appropriate computational method is presented. Particular

emphasis is placed on the DSMC methodology, molecular model, collision model,

internal degrees of freedom and boundary conditions. Chapter 3 deals with the

computational procedure. It includes the simulation conditions, the definition of the

geometry analyzed in this research as well as the important geometric parameters.

Chapter 4 outlines the procedure for the verification and validation process of the

DSMC code employed in the simulations. These procedures are applied in a test case

defined by a flat-plate. The DSMC code is validated with simulation of a hypersonic

flow over a flat-plate and comparisons with previous experimental and numerical

results. Computational results and discussion are presented in Chapter 5. In this

chapter, the major features of the primary properties, velocity, density, pressure and

kinetic temperatures, are discussed in details. Moreover, the aerodynamic surface

quantities, number flux to the surface, heat transfer, pressure, and shear stress, ex-

pressed in a coefficient form, are carefully examined. Finally, Chapter 6 is devoted

to the conclusion of this dissertation as well as a special section on future work.
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2 COMPUTATIONAL METHOD

2.1 Methods for Flows in Transition Regime

The study of physical phenomena in hypersonic flows has been a challenging problem,

directly related to the development of new aerospace technologies. The difficulties

arising in the study of these flows are caused by problems related to high temperature

gas effects, which have great influence on the forces present in the flows (pressure,

shear stress), on the energy flux (radiative and convective heating), and on the mass

flux (ablation). These problems become even more complex with decreasing the flow

density.

The difficulty to find experimental devices for hypersonic flow of high enthalpy

and low density, where several physical and chemical processes are relevant, has

stimulated the development of various numerical methods to simulate these flows.

As a result, nowadays there are many numerical methods which are accurate and

capable of solving hypersonic problems in a rarefied environment. The choice of the

appropriate method depends on the degree of flow rarefaction, the characteristic

length of the problem and the presence of the real gas effects.

Flows are characterized by a variety of dimensionless quantities. For the purpose

of this work, the Reynolds number, Re, the Mach number, M , and the Knudsen

number, Kn, are the most important. The degree of rarefaction of a flow is usually

expressed by the overall Knudsen number defined by Equation 1.1. Considering that

the mean free path λ is inversely proportional to the density of the flow, then it

should be seen that it is not the density alone that determines the degree of rarefac-

tion, but the ratio of this property to the characteristic dimension of the problem.

The continuum flow hypothesis is valid when the overall Knudsen number tends to

zero. In this flow regime, one can disregard the microscopic structure and consider

only the macroscopic properties such as density, velocity, pressure or temperature. In

the opposite limit, when the Knudsen number tends to infinity, the flow regime cor-

responds to the free molecular flow. In this case, intermolecular collisions can not be

ignored and the collisions of particles with the body surface become important. The

region defined by 0.1 < Kn < 10 is referred as the transition flow regime, where not

only the gas-surface collisions but also the intermolecular collisions are important. In

the transition flow regime, viscosity, heat conduction, chemical relaxation and diffu-

sion processes are important. In this context, the velocity distribution function may
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deviate from the Maxwell distribution function, which results in a thermodynamic

non-equilibrium gas flow.

The identification of a characteristic length l, defined in Equation 1.1, sometimes,

is not immediate. In order to circumvent this problem, a local Knudsen number is

used instead of the overall Knudsen number. The local Knudsen number is defined

by the ratio of the local mean free path, λ, to a characteristic length defined by the

gradient of any macroscopic property, hence,

l =
ϕ

|∇ϕ|
(2.1)

which ϕ may be density, velocity, pressure or temperature.

The Figure 2.1 shows the range of applicability of conventional mathematical for-

mulations as a function of the local Knudsen number.

FIGURE 2.1 - Regimes of applicability of conventional mathematical models as a function
of the local Knudsen number (adapted from (BIRD, 1994)).

In the macroscopic model or continuum model, the general expressions of the fun-

damental conservation principles that govern the motion of gases are valid for all

flow regimes. However, these expressions do not form a system of equations in a

closed form. The application of conservation equations requires additional informa-
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tion concerning the shear stress tensor and the heat flux vector expressed in terms

of macroscopic quantities. The Euler equations for inviscid flow assume that the

flow is in local thermodynamic equilibrium, with the velocity distribution function

at any point in the flows equals to the Maxwellian distribution function. This is the

limiting case as the Knudsen number tends to zero.

The continuum model, expressed by the Navier-Stokes equations, is assumed to be

valid when the Knudsen number is very small in comparison with unit. In this case,

the velocity distribution function deviates from the Maxwellian distribution function.

However, this deviation is still small enough so that the transport coefficients, ob-

tained from the Chapman-Enskog theory, are valid (CHAPMAN S.; COWLING, 1970).

Usually, the term Navier-Stokes refers to the expressions that represent the conser-

vation of linear momentum in viscous fluids. In practice, it is common to include

the equations for conservation of mass and energy in this set of equations, known

as the Navier-Stokes equations. The Navier-Stokes equations, as usually defined in

fluid mechanics, can be applied to the study of Newtonian fluids, where the shear

stress tensor is linearly proportional to the deformation rate tensor.

Boyd et al. (1995) have shown that the velocity distribution function differs sig-

nificantly from the Maxwellian distribution function for a local Knudsen number

Kn > 0.05, indicating that both the Chapman-Enskog theory and the Navier-Stokes

equations are no longer valid. One alternative approach to this problem of the fail-

ure of the Navier-Stokes equations is to perform the Chapman-Enskog expansion to

high order to obtain the Burnett equations (BURNETT, 1936). Each level of approx-

imation implies a different distribution function that deviates from the Maxwellian

distribution function. The interest in the Burnett equations, based on the second

order expansion of the Chapman-Enskog for solving problems of rarefied hypersonic

flows, has increased (COMEAUX et al., 1995; FISCKO K. A.; CHAPMAN, 1988; LEE, 1994;

??; TANNEHILL J. C.; EISLER, 1976; ZHONG et al., 1993). However, the application of

the Burnett equations has presented additional difficulties with the formulation of

the boundary conditions and with instability of these equations for flows involving

small disturbances (ZHONG et al., 1993). Moreover, the Burnett equations increase

the order of the differential equations that govern the momentum and energy trans-

port in the gas. These equations are harder to be solved numerically, and fail when

the degree of rarefaction is sufficiently high. In addition, Burnett equations may not

satisfy the second law of thermodynamics in certain situations, such as a negative
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dissipation function or the presence of a heat flux in an isothermal gas (COMEAUX et

al., 1995). Finally, Cheng and Emmanuel (CHENG H. K.; EMMANUEL, 1995) present

a detailed description of the use of Burnett equations to solve problems of rarefied

hypersonic flow.

In the microscopic model or molecular model, the gas is treated as a collection of

particles where the position and velocity of these particles are accompanied indi-

vidually, such a system requires the solution of Boltzmann equation (CERCIGNANI

C.; FREZZOTTI, 1989). Analytical solutions of the Boltzmann equation are possible

for collisonless flow, i.e., when the Knudsen number tends to infinity. However, ana-

lytical difficulties are found for finite Knudsen number. The Boltzmann equation is

an integral-differential equation with the velocity distribution function as the only

dependent variable. In contrast, the Navier-Stokes equations have the flow velocity

and thermodynamic properties as dependent variables. The reduction in the num-

ber of dependent variables in the Boltzmann equation is made at the expense of

increasing the number of independent variables from the physical space to that of

phase space. Thus, an one-dimensional monoatomic gas problem in a steady state

becomes a three-dimensional in phase space.

Analytical solutions of the Boltzmann equation usually involve simple molecular

models, one independent macroscopic variable and flows with small disturbances.

However, rarefied hypersonic flow problems are associated with complex physical

effects, such as chemical reactions and thermal radiation, which have not yet been

incorporated into the Boltzmann formulation. Consequently, the mathematical diffi-

culties associated with the direct solution of the Boltzmann equation have stimulated

the development of physically-based numerical methods. The Boltzmann equation

may be solved numerically by the following methods: Molecular Dynamics Method

(MD) (ALDER B. J.; WAINWRIGHT, 1957; WAINWRIGHT, 1958), Test Particle Method

(TP) (HAVILAND J. K.; LAVIN, 1962; ALDER; ROTENBERG, 1965), Direct Numer-

ical Integration Method (DNI) and the Direct Simulation Monte Carlo (DSMC)

method (BIRD, 1976; BIRD, 1994). By considering the purpose of this work, only the

DSMC method will be presented and discussed.
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2.2 Direct Simulation Monte Carlo (DSMC) Method

The DSMC method is a numerical simulation technique based on the particle dynam-

ics (BIRD, 1976; BIRD, 1994). The DSMC method is based on physical concepts of

rarefied gases and on the physical assumptions that form the basis for the derivation

of the Boltzmann equation (CERCIGNANI, 1988). However, the DSMC method is not

derived directly from the Boltzmann equation. As both, the DSMC method and the

Boltzmann equation, are based on classical kinetic theory, then the DSMC method

is subject to the same restrictions of the Boltzmann equation, i.e., the hypothesis of

molecular chaos and the restriction of dilute gas.

Currently, the DSMC method has been recognized as a powerful technique capable

of evaluating an almost unlimited variety of rarefied flows in the regimes where the

Navier-Stokes equations and free-molecular flow (flow where collisions between par-

ticles are neglected when compared with those with the body) are not appropriate.

The method has been tested in the transition flow regime in the last 50 years, and has

produced excellent results when compared with experimental data (HARVEY, 1986;

HARVEY J. K.; GALLIS, 2000; HARVEY J. K.; GALLIS, 2003; HOLDEN M. S.; WADHAMS,

2003).

Comparisons with experimental data have given credibility to the method, which

has been vital in the receptivity of it. The advantages of the method that make it

useful in engineering applications are:

(1) the comparative simplicity of changing 1-D problems into 2-D or 3-D ones;

(2) the possibility of incorporating complex models of gas-surface interaction, in-

cluding the models of internal degrees of freedom and chemical reactions, without

substantial complications in the computer program;

(3) it is well suited for use in parallel computing.

The DSMC method models the flow as a collection of particles or molecules. Each

particle has a position, velocity and internal energy. The state of the particle is

stored and modified with the time as the particles move, collide and interact with

the surface in the simulated physical domain. The assumptions of dilute gas (where

the mean molecular diameter is much smaller than the mean molecular space in

the gas) allows for the molecular motion to be decoupled from the molecular colli-
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sions. The movement of molecules is modeled deterministically, while collisions are

treated statistically. Since it is impossible to simulate the real number of molecules

in the computational domain, a small number of representative molecules, referred

as simulated particles or molecules, is used each representing a large number of real

molecules. Simulations can vary from thousands to millions of molecules in rarefied

flow problems.

A computational grid, representing the physical space to be investigated, is required

for the method execution. The cell provides a convenient reference for the sampling of

the macroscopic gas properties and for the choice of the potential collision pairs. The

simulated molecules in the cell are considered as representative of the real molecules

at the position of the cell, and the relative position of the molecules within the cell

is ignored in the collision process of molecules.

The linear dimensions of the cells should be small in comparison with the scale

length of the macroscopic flow gradients normal to the streamwise directions, which

means that the cell dimensions should be the order of or smaller than the local mean

free path, λ (BIRD, 1994; ALEXANDER et al., 1998; ALEXANDER et al., 2000).

An additional requirement of the DSMC method is related to the minimum number

of simulated molecules in the cells. As mentioned earlier, the DSMC method uses

the cell system for the sampling of the macroscopic properties and for the selection

of collision partners. As the collision rate is a function of the number of molecules in

the cells, it is desirable that each cell has the largest possible number of molecules.

However, the possible number of collision partners is a function of the number of

molecules in each cell. In this scenario, the greater the number of molecules, the

greater the possible number of pairs to collide. As a result, for the collision process,

it is desirable to have the number of molecules per cell as small as possible.

In order to solve this conflict, Bird (BIRD, 1987) introduced the option of subdividing

the cells into an arbitrary number of sub-cells for the selection of collision pairs. This

procedure improves the accuracy of the method by ensuring that collisions occur only

between near neighbor molecules. Thus, it is desirable that each cell has a minimum

number around 20 to 30 molecules (BIRD, 1994).

Another requirement of the DSMC method is a proper time step ∆t. The trajec-

tories of the molecules in physical space are accompanied considering the decou-
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pling between the molecular motion and the intermolecular collisions. The time step

should be chosen to be sufficiently small in comparison with the local mean collision

time (GARCIA A. L.; WAGNER, 2000; HADJICONSTANTINOU, 2000). The simulation

time can be identified as the real time, and the flow is always calculated as a un-

steady flow. The steady state flow corresponds to the unsteady flow for large periods

of time.

2.2.1 DSMC Methodology

The steps involved in the application of the DSMC method are illustrated in the

flowchart shown in Figure 2.2. The DSMC algorithm can be conveniently divided in

four individual steps: movement of the particles, indexing of particles, calculation of

the collision and sampling of the particle properties.

The computational domain is initialized with the gas condition in thermodynamic

equilibrium based on the freestream conditions in the physical space. Density, tem-

perature, velocity and internal energy of molecules entering in the computational

domain during each time step are specified by the known boundary conditions. The

velocity of a simulated molecule is assumed as a linear combination of the thermal

velocity and the freestream velocity. The boundary conditions corresponding to the

desired flow are imposed at the time zero. The boundary conditions should be such

that a steady flow is established at a sufficient large time, and the desired steady

result is a time average of all values calculated after reaching the steady state.

After defining the position and velocity of each molecule, all molecules are moved

through distances appropriate to their velocity components and the size of the time

step. After the particle movement, its location in the computational domain is de-

termined. This can be obtained in different ways. For cartesian grids, the new par-

ticle position is readily identified, and the destination cell is computed by using

the indexing scheme defined by Bird (BIRD, 1994). For structured and unstruc-

tured grids, particle location schemes are outlined by Dietrich (DIETRICH, 1990),

Laux (LAUX, 1997), and Usami and Nakayama (USAMI M.; NAKAYAMA, 2003), re-

spectively. For more complex computational grids, such as hexahedral or tetrahedral,

ray-trading techniques can be used to determine the particle position (NANCE et al.,

1997; WILMOTH et al., 1996). Having defined the location of molecules, appropriate

actions are taken for molecules crossing boundaries representing solid surfaces, lines

or surfaces of symmetry or the outer boundary of flow.
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FIGURE 2.2 - Flowchart of the DSMC method.

Molecules leaving the computational domain are removed from the flow. New

molecules are introduced into the simulation, at the outer boundaries of the compu-

tational domain with the freestream boundary conditions. Collisions with surfaces

can be treated as specular, diffuse or a combination of these two types. The treat-

ment of molecule-surface interaction requires the application of the conservation laws

instead of using the velocity distribution function. Such application allow the DSMC
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method to be extended to include physical effects such as chemical reactions, cat-

alytic walls, radiation effects, and ionized flows without major changes in the basic

algorithm.

After determining the new location of the molecules, they should be indexed by cell

location for the two subsequent steps: calculation of intermolecular collisions and

sampling the flowfield. For the selection and calculation of intermolecular collisions,

each cell is defined in a index system so that all other molecules in the cell can be

reached through a cross-reference list. An efficient indexing scheme was introduced

by Bird (BIRD, 1976) in the original DSMC algorithm.

In the next step, calculation of intermolecular collisions, molecular interactions are

treated probabilistically instead of deterministically, as treated in the process of

moving molecules. In doing so, several different collision modeling schemes have

been formulated and applied in the DSMC method. Among them, one has the Time-

Counter (TC) technique (BIRD, 1976), Nambu scheme (NAMBU, 1986), Null-Collision

(NC) technique (KOURA K.; MATSUMOTO, 1991), No-Time-Counter (NTC) (BIRD,

1989), and the generalized scheme (ABE, 1993) of the NTC technique. The NTC

scheme proposed by Bird (1989) is the preferred model currently used.

The collision procedure takes place in a cell-by-cell basis. Therefore, the time step,

the cell volume and the number of molecules in the cell, are parameters that deter-

mine the number of possible pairs of candidate molecules in the collision process. The

pairs of molecules are chosen randomly with the restriction that the mean separation

between them be a fraction of the molecular mean free path. This restriction is im-

posed by selecting collision pairs from the list of molecules in the subcell. The DSMC

method evaluates individual collision in a probabilistic basis, conserving momentum

and energy.

Finally, the current description is completed by considering the sampling process of

the macroscopic flow properties. These properties – density, velocity, temperature

and pressure – are computed by appropriate average of the microscopic state of

particles in each cell.

2.2.2 Molecular Model

The behavior of molecules during the collision process depends on the choice of the

intermolecular force potential. A simple molecular model that is accurate enough
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for the majority of hypersonic calculations is the inverse power potential. The inter-

molecular force is modeled as the inverse of the repulsive power force as follows,

Fn =
k

rη
(2.2)

where r is the distance between the molecules involved in the collision and k and

η are the molecular constants. The model proposed in Equation 2.2 corresponds to

a Maxwellian gas for η = 5. The model of hard sphere (HS) is obtained by setting

η → ∞. In general, in engineering simulations, millions or billions of collisions are

considered. Therefore, a simple interaction model should be considered. In this case,

the simplest model is that corresponding to a hard sphere.

In the HS molecular model, the collision cross section is invariant for a single gas

species. The scattering angle is isotropic, and the post-collision relative velocity

is sampled to form a uniform solid angle distribution. However, the HS molecular

model is not realistic, since the total collision cross-section σT does not depend on

the relative velocity of the pair of molecules involved in the collision process. When

the intermolecular potential law is given by Equation 2.2, the theory of Chapman-

Enskog provides a direct relationship between the coefficient of viscosity and the gas

temperature given by,

µ ∝ T

(
1
2

+ 2
η−1

)
∝ T S (2.3)

According to Equation 2.3, the coefficient of viscosity has a fixed temperature expo-

nent. This exponent is 1 for the Maxwell model and 0.5 for the HS model. HS and

Maxwell models are theoretical gases that can be considered as the limiting cases

for the behavior of a real gas, since for almost real gases this exponent is generally

in the range from 0.6 to 0.9.

Alternative molecular models, based on the HS model, have been proposed. These

models have shown to be very successful at reproducing the macroscopic behavior of

a gas yet remain computationally efficient. The first alternative model was defined
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as Variable Hard Sphere (VHS) introduced by Bird (BIRD, 1981). The VHS model

treats molecules as “hard-spheres” with respect to the distribution of the scattering

angle, i.e., all directions are equally possible for the post-collision velocity in a refer-

ence frame based on the center of mass. Moreover, the total cross-section σT varies

with the relative speed of colliding molecules. The VHS model has been the most

popular molecular model used in DSMC applications. It has been recommended for

engineering calculations, since, for most flows of interest, it has been observed that

the variation in the collision cross section has a far grater influence on the structure

of a flow than any variation in the molecular scattering characteristics.

The VHS model has a molecular diameter (d) well defined and follows the same

classical scattering law used in the HS model. This diameter is the inverse power

law function of energy in the molecular collision, so,

σ ≡ πd2 ∝
(

1

2
mrc

2
r

)−ω
(2.4)

where mr is the reduced mass, cr is the relative speed of colliding molecules and ω

an exponent to be defined subsequently.

The collision cross section σ varies with temperature and collision relative speed cr

according to the following expression:

σ ∝ c−4(η−1)
r ∝ T−2/(η−1) (2.5)

A comparison of Equations 2.4 and 2.5, shows that ω is related to the exponent of

the inverse power law molecular force as follows:

ω =
2

η − 1
(2.6)

Therefore ω is equal to zero for the HS model, 1/4 for the inverse power law model,
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and 1/2 for the Maxwell model. The mean collision energy in an equilibrium gas at

temperature T is:

1

2
mrc2

r = 2

(
η − 2

η − 1

)
κT = (2− ω)κT (2.7)

where κ is the Boltzmann constant. For a gas in thermodynamic equilibrium, the

collision cross section is inversely proportional to the temperature to the power −ω,

σ = σref

(
T

Tref

)−ω
(2.8)

The reference value for the cross-section is based on a reference temperature Tref .

For a non-equilibrium gas the collision energy should be used, and Equation 2.4 may

be written as:

σ = σref

(
c2
r

c2
rref

)−ω
(2.9)

The reference value of the square of relative collision speed can be chosen as the mean

value of c2
r in an equilibrium gas at the reference temperature. The Equations 2.7

and 2.9 can them be combined as follows:

σ = σref

(
mrc

2
r

2(2− ω)kTref

)−ω
(2.10)

The DSMC code sets dref , Tref and ω as constant, and Equation 2.10 is used to

obtaining σ as a function of cr. In the VHS model, the mean free path is given by,

22



λ =
(T/Tref )

(2− ω)ωΓ(2− ω)2(1/2)nσref
(2.11)

As a result, the mean free path λ increases with temperature according to the same

power law by which the cross section decreases.

In a real gas, the viscosity coefficient µ is given in terms of temperature by:

µ ∝ T ζ (2.12)

where the exponent ζ usually varies from 0.6 to 0.9. For a gas in thermodynamic

equilibrium, the mean cross section is given by:

σ ∝ T−ω (2.13)

The viscosity coefficient, based on the Chapman-Enskog theory, is given by:

µ =
(15m/8)(πκT )

1
2

(2− ω)ωΓ(4− ω)σ
(2.14)

where m is the molecular mass and κ the Boltzmann constant. By comparing Equa-

tions 2.12, 2.13 and 2.14, one has,

ζ =
1

2
+ ω (2.15)

Therefore, by combining Equations 2.11 and 2.15, the mean free path is obtained as

a function of the variable ζ,
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λ =
(2µ/15)(7− 2ζ)(5− 2ζ)(2πκT )(−1

2
)

ρ
(2.16)

Koura and Matsumoto (KOURA K.; MATSUMOTO, 1991; KOURA K.; MATSUMOTO,

1992) further improved the VHS model and introduced the Variable Soft Sphere

(VSS) molecular model. The VSS model considers the anisotropic post-collision

scattering. The second free parameter introduced by the post-collision scattering dy-

namic in the VSS model is chosen in order to reproduce correctly the real viscosity

and diffusion coefficients on the gases. Hassan and Hash (HASSAN H. A.; HASH, 1993)

introduced the Generalized Hard Sphere (GHS) molecular model. The GHS molec-

ular model takes into account both attractive and repulsive parts of the particle-

particle interaction. In this model, molecules scatter like hard spheres, as was consid-

ered in the VHS model. Since the GHS model can reproduce the effects of attractive

portion of an interaction potential, then the model is suitable to simulate low tem-

perature flows that are dominated by attractive collisions (HASH et al., 1993; KUNC

et al., 1995).

2.2.3 Collision Model

Several different collision-modeling schemes, which have been formulated and ap-

plied in the DSMC method, were previously presented in subsection 2.2.1. Among

them, the TC technique (BIRD, 1976), the Nambu scheme (NAMBU, 1986), the NC

technique (KOURA K.; MATSUMOTO, 1991), the NTC technique (BIRD, 1989) and the

generalized scheme (ABE, 1993) of NTC technique. For the purpose of this study,

only the CT technique and NTC will be described.

Procedures for the establishment of the correct collision rate are based on the cells,

while the collision pairs are selected from subcells. The time step 4t, the volume of

the cell Vc, and the number of molecules N resident in each cell will determine the

possible number of collision pairs that will be evaluated. From the kinetic theory, it

can be shown that the number of collisions must be simulated over a time step 4t,
and it is given as follow:
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Ncoll =
1

2
N4tnσT cr (2.17)

where n is the number density.

In order to determine correctly the total number of collisions during the time step

4t, it would be necessary to calculate the average product of the mean relative speed

cr and the collision cross section σT for all possible pairs of molecules. An algorithm

that uses this type of procedure would have a computational time proportional to

N2, where N is the total number of simulated molecules. In order to overcome this

difficulty, Bird (BIRD, 1976) introduced the parameter (σT cr)max where the subscript

max denotes the largest value for the product in the cell, and it should be updated

during a binary collision if the real product σT cr were greater than (σT cr)max. Fur-

thermore, the parameter (σT cr)max is used to determine a real collision according to

the following operations:

(1) Two molecules are randomly selected in the cell. The probability that these

molecules collide is given by:

P =
σT cr

(σT cr)max
(2.18)

if the probability P is greater than Rf , then the pair of molecules is accepted for the

collision. Rf is a uniform random number ranging from 0 to 1. Otherwise, a new pair

is randomly chosen and the procedure is repeated. This is the acceptance-rejection

method described by Bird (BIRD, 1976) to select the collision pair of molecules.

(2) If the pair of molecules is accepted for the collision process, then a time counter

for the current cell is advanced by the amount,

δt =
2

NσT cr
(2.19)
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(3) A number of collisions is calculated in the cell until the sum of δt is slightly larger

than the time step 4t. This is the TC scheme proposed by Bird (BIRD, 1976).

In the TC scheme, the total number of collisions within a time step 4t depends

on the product (σT cr) related to the collision pairs, which are randomly selected.

Besides, it is not possible to calculate the total number of collisions at the beginning

of the-time step interaction. Consequently, a complete vectorization of the collision

process is not possible. This difficulty in TC scheme is due to the vector depen-

dence associated with the implementation of summing several values of δt given by

Equation 2.19 (BAGANOFF D.; MCDONALD, 1990).

In the NTC scheme, the time increment related to the chosen random pair of

molecules is independent of the real product (σT cr). The parameter (σT cr)max is

fixed during a time increment 4t and modified after performing all collisions. The

idea of a time counter is replaced by the total number of collisions Ncoll to be sampled

in each cell by,

Ncoll =
1

2

NNFN(σT cr)max4t
Vc

(2.20)

where FN is the number of real molecules represented by a single simulated molecule,

N is the number of molecules inside the cell and N is a mean value. The collision

probability for each chosen pair is given by Equation 2.18.

The NTC scheme was introduced to minimize difficulties found with the TC scheme

in certain regions where the flow is not in thermodynamic equilibrium, for example,

strong shock waves. The problem is related to the acceptance of an unlikely collision

pairs with a relatively small collision probability (one with a very small value of

(σT cr)). Under such circumstances, the time increment given by Equation 2.19 may

substantially exceed the time step 4t.

2.2.4 Binary Elastic Collisions

It was firmly established in the previous subsections that DSMC is based on the

assumption of dilute gases. Usually, in the dilute gases, the intermolecular collisions

are considered as being binary collisions. In addition, an elastic collision is defined
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as one in which there is no interchange of translational and internal energy.

The pre-collision velocities of two partners may be denoted by c1 and c2. By knowing

the physical properties of the molecules and the orientation of their trajectories, the

post-collision velocities c∗1 and c∗2 may be determined.

In order to determine the post-collision velocities, it is accepted that linear momen-

tum and energy must be conserved in the collision. In this fashion, one has,

m1c1 +m2c2 = m1c
∗
1 +m2c

∗
2 = (m1 +m2)cm (2.21)

m1c
2
1 +m2c

2
2 = m1c

∗2
1 +m2c

∗2
2 (2.22)

where m1 and m2 are the masses of the two molecules, and cm is the velocity of the

center of mass of the two molecules. Equation 2.21 shows that the velocity of the

center of mass does not change with the collision process. The pre- and post-collision

values of the relative velocity between the molecules can be defined by:

cr = c1 − c2 c∗r = c∗1 − c∗2 (2.23)

Equations 2.21 and 2.23 can be combined to provide the following expressions:

c1 = cm +
m2

m1 +m2

cr c2 = cm −
m2

m1 +m2

cr (2.24)

Similarly, the post-collision components are defined by:

c∗1 = cm +
m2

m1 +m2

c∗r c∗2 = cm −
m2

m1 +m2

c∗r (2.25)
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In addition, the conservation of angular momentum requires that the projected dis-

tance between post-collision velocities be equal to the projected distance between

the pre-collision velocities. Equations 2.24 and 2.25 show that,

m1c
2
1 +m2c

2
2 = (m1 +m2)c2

m +mrc
2
r

m1c
∗2
1 +m2c

∗2
2 = (m1 +m2)c2

m +mrc
∗2
r

}
(2.26)

where mr, called the reduced mass, is given by,

mr =
m1m2

m1 +m2

(2.27)

A comparison between the Equation 2.26 with the Equation 2.22 shows that the

magnitude of the relative velocity does not change in the collision process, i.e.,

c∗r = cr (2.28)

Since cm and cr can be calculated from the pre-collision velocities, the determination

of post-collision velocities reduces the calculation of the changing direction of the

relative velocity vector. If F is the force between two spherically symmetric point

center of force molecules, and r1 and r2 are their positions vectors, then the equations

of motion of the molecules are as following,

mr̈1 = F

mr̈2 = −F

}
(2.29)

By combining these two equations, one has,

m1m2(r̈1 − r̈2) = (m1 +m2)F (2.30)
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If the relative velocity vector is denoted by ṙ, then one obtains,

mrr̈ = F (2.31)

Therefore, the motion of the molecule of mass m1 relative to the molecule of mass

m2 is equivalent to the motion of the molecule of mass mr relative to the fixed center

of force.

For completeness, the results discussed above are summarized in Figure 2.3. Based

in this figure, the transformation from the center of mass coordinate system changes

the tree-dimensional trajectories into two-dimensional trajectories, which are sym-

metrical about the apse line AA′.

FIGURE 2.3 - Schematic drawing illustrating the analysis of binary collisions. (a) Planar
representation of a collision in the laboratory frame of reference. (b) Binary
collision in the center of mass frame of reference (c) Interaction of reduced
mass particle with a fixed scattering center (Adapted from Bird (1994)).
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The two trajectories are reduced to one in the further transformation to the re-

duced mass frame of reference, and this trajectory remains symmetrical about the

transformed apse line which passes through the scattering center O. This symmetry

reflects the symmetry of the equation with respect to the pre-collision and post-

collision velocities.

2.2.5 Internal Degrees of Freedom

One of the most significant effects observed in a rarefied gas flow is the presence of a

large degree of a non-equilibrium between the various internal energy modes of the

gas. For polyatomic gases, the transfer of energy to and from the internal modes has

to be considered. However, the energy transfer between the translational, rotational

and vibrational degrees of freedom can not be computed accurately using a simple

collision model.

The internal energy transfer between the various modes is usually implemented into

the DSMC method by the phenomenological model introduced by Borgnakke and

Larsen (BORGNAKKE C.; LARSEN, 1975). The main feature of this model is that a

fraction φ of the translational collisions are assumed to be inelastic, and the rest of

collisions (1− φ) are considered as elastic. The fraction φ can be interpreted as the

average probability of the energy exchange between rotational or vibrational modes

for translational collisions.

This average probability can be determined from measurements of relaxation times.

The relaxation time is a function of local flow properties and may be related to the

relaxation number (or collision number) Z. The relaxation or collision number Z is

usually defined by:

Z =
τ

τc
(2.32)

where τ is the relaxation time and τc is the mean collision time. The relaxation or

collision number is the average number of molecular collisions that are required for

a particular mode to attain equilibrium energy. Therefore, given this number, the

average probability φ for each mode in a given collision is conveniently defined as,
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φ =
1

Z
(2.33)

Traditionally, DSMC calculations use the rotational collision number ZR around 5.

This means that, on average, a molecule rotationally relaxes once every five colli-

sions. In general, this is a good approximation in engineering problems. However,

more realistic models for rotational collision number as a function of the transla-

tional temperature or translational energy have been proposed (BOYD, 1990a; BOYD,

1990b; BOYD, 1990c).

Lumpkin (LUMPKIN et al., 1991) have noted that the mechanisms of energy trans-

fer used in DSMC calculations affect energy transfer rate. According to them, the

value of the collision number used in the DSMC should be approximately half of

that determined experimentally and employed in a continuum computation. In this

scenario, the following equation should be applied:

ZDSMC
R =

Zcont
R(

1 + ζR
ζT

) (2.34)

where ζR and ζT are the degrees of freedom for rotational and translational energy,

respectively.

The vibrational relaxation number ZV is also computed as a function of the flow

properties. The relaxation number can be easily determined if the collision frequency

and the relaxation time are known in Equation 2.32. The relaxation time for vibra-

tional mode is usually at least one order of magnitude greater than those associated

with the translational and rotational modes. In DSMC applications, a vibrational

relaxation number ZV on the order of 50 has been employed. This means that, on

average, vibrational relaxation occurs for one in every fifty collisions. The Borgnakke-

Larsen method can be applied to the vibrational modes by using either a classical

or quantum procedure. In the classic procedure, the vibrational energy is treated as

a continuous distribution described by the number of vibrational degrees of freedom

ζV in which is fixed. In the quantum procedure, the discrete nature of the vibrational
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spectrum is taken into account, since the vibrational spectrum of real molecules is

characterized by large gaps between the neighboring energy levels. The quantum

procedure allows the sampling post-collision vibrational energy levels from the dis-

crete form of the Simple Harmonic Oscillator (SHO) model. This procedure does not

require that the value ζV be estimated for the entire flowfield. Instead, ζV varies with

the local energy contained in the flow. Both procedures – classical and quantum –

are discussed in detail by Bird (BIRD, 1994). The number of vibrational relaxation as

a function of collision energy is presented by Bergemann and Boyd (BOYD, 1990a;

BOYD, 1991; BERGEMANN F.; BOYD, 1994), and as a function of temperature by

Hassan and Hash (??).

2.2.6 Boundary Conditions

In the gas dynamics problems there are two basic types of boundary conditions:

those specified by the freestream quantities and those at a solid surface, where the

molecules interact or reflect directly.

The first condition is easily represented by an equilibrium gas moving with a pre-

scribed velocity. The molecular velocity distribution can be given as Maxwellian

with an imposed velocity. This distribution is valid for any ideal gas, regardless

of the type of forces between the molecules. The second condition depends on the

treatment of the gas-surface interaction. The influence of the gas-surface interac-

tion model in the aerodynamic forces and heat transfer increases significantly as the

gas rarefaction increases. Therefore, the correct choice of the model for calculating

rarefied hypersonic flows plays an important role.

Three models of gas-surface interaction can be employed in the DSMC method: spec-

ular, diffuse or a combination of these methods. In a specular reflection, molecules

are reflected as an elastic sphere with reversal of the normal component of the veloc-

ity and without any changes in the tangential components of velocities and energy.

In a diffuse reflection, molecules are reflected equally in all directions with a com-

plete thermal accommodation. The velocity components of the reflected molecules

are independent of their incident velocity and direction.

The combination of diffuse reflection with specular reflection (Maxwell model) in-

troduces a single parameter f to indicate the fraction of those molecules reflected

diffusely in a complete accommodation fashion according to a Maxwellian distri-
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bution corresponding to the wall temperature. The remaining fraction (1 − f) is

assumed to reflect specularly.

The Maxwell model was followed by the introduction of three accommodation coeffi-

cients that describe the degree of accommodation of the incident normal momentum,

tangential momentum and kinetic energy to those of surface. A variety of definitions

for coefficients of accommodation exists in the literature. The traditional definition

is usually expressed as,

αn =
pi − pr
pi − pw

(2.35)

σt =
τi − τr
τi

(2.36)

αr =
ei − er
ei − ew

(2.37)

where ei, τi and pi, are flux of energy, tangential and normal momentum, respectively,

incident on the surface, er, τr and pr, are the fluxes of these quantities reflected from

the surfaces, and ew and pw (τw = 0), are the flux that would be reflected by a

gas in a complete Maxwellian equilibrium with the surface. The model of Maxwell

reflection is showed in Figure 2.4.

FIGURE 2.4 - Maxwell model of reflection.
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3 COMPUTATIONAL PROCEDURE

3.1 Geometry Definition

In the present account, discontinuities, imperfections or distortions, present on reen-

try vehicle surfaces, will be modeled by cavities. By considering that the cavity length

L is usually of the order of 3 to 9 mm (EVERHART et al., 2006; GAI S.; MILTHORPE,

1995; GROTOWSKY I. M. G.; BALLMANN, 2000; HOZUMI et al., 2004; HINDERSKS

M.; RADESPIEL, 2006; JACKSON et al., 2001) and that the curvature radius R of

a reentry vehicle nose, such as that one shown in Figure 1.1, is about two orders of

magnitude larger than these values, then L/R << 1 or H/R << 1. In this scenario,

the flow over the cavity can be modeled by considering the flow over a flat plate

with a cavity positioned far from the stagnation point of the vehicle nose.

A schematic drawing of the cavity and the main parameters related to the hyper-

sonic flow are illustrated in Figure 3.1. According to Figure 3.1, M∞ represents the

freestream Mach number, α the angle of attack, H the cavity depth, L the cavity

length, Lu and Ld the cavity upstream and downstream lengths, respectively. In this

context, for the family of cavities investigated in this work, H was fixed in 3 mm,

while L assumed values of 3, 6, 9 and 12 mm. These values correspond to a height

of 3.23λ∞ and length L of 3.23λ∞, 6.46λ∞, 9.69λ∞ and 12.92λ∞, where λ∞ is the

freestream mean free path. Therefore, the cavities investigated correspond to L/H

ratio of 1, 2, 3 and 4, respectively. Moreover, it was assumed Lu and Ld of 50λ∞.

FIGURE 3.1 - Drawing illustrating the cavity.

In order to understand the L/H ratio effect on the flowfield structure and on the

aerodynamic properties, it becomes necessary to investigate the flowfield structure

behavior on a flat plate without discontinuities, i.e., without cavities. Therefore, the

solution for a flat plate without cavities, defined herein by a flat plate case, will be
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used as a benchmark for cases with a cavity.

3.2 Computational Conditions

The governing equation in the transition flow regime is the Boltzmann equation. The

Bolzmann equation is a nonlinear integral-differential equation, closed with respect

to the one-particle distribution function, which in turn determines the density of

particles in a six-dimensional phase space of particle coordinates and velocities. A

detailed treatment of the Boltzmann equation can be obtained by Cercignani (CER-

CIGNANI C.; FREZZOTTI, 1989).

As discussed in chapter 2, in order to overcome the difficulties of solving directly

the Boltzmann equation, the DSMC method has been considered as one of the main

alternative methods to solve the Boltzmann equation by simulating the behavior of

individual particles. It has been considered as the appropriate choice for problems

involving complex flows of rarefied hypersonic aerothermodynamics.

The DSMC code used in this study was developed based on the same physical

concepts as described by Bird (BIRD, 1994). In this work, the molecular collisions

are modeled using the Variable Hard Sphere (VHS) model and the No-Time-Counter

(NTC) method as a collision sample technique, as described in the chapter 2. The

energy exchange between kinetic and internal modes is controlled by the Borgnakke-

Larsen phenomenological model (BORGNAKKE C.; LARSEN, 1975). Simulations are

performed for air as a working fluid with two chemical species, N2 and O2. Chemical

reactions due dissociation and recombination process were not considered.

The probability of an inelastic collision determines the rate at which energy is trans-

ferred between translational and internal modes after an inelastic collision. For a

given collision, this probability is defined by the inverse of the relaxation number,

which corresponds to the number of collisions necessary, on average, for a molecule

to undergo relaxation. The relaxation numbers are assumed to be constant, ZR = 5

for rotational and ZV = 50 for vibrational. The procedure for vibrational energy ex-

change is also computed by the Borgnakke-Larsen approach with the post-collision

vibrational energy levels sampled from the discrete form of the Simple Harmonic

Oscillator (SHO) (BIRD, 1994).

The rotational and vibrational relaxation models used in this simulation are ad-

justed to match continuum values by the correction presented in Equation 2.32.
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The freestream coefficient of viscosity µ∞ and the freestream mean free path λ∞

are evaluated from consistent definitions (BIRD, 1983). Table 3.1 tabulates the air

characteristics employed in the DSMC calculations.

TABLE 3.1 - Characteristics of simulated air for DSMC calculations.

Property Value Unit

Working fluid N2 + O2

Molecular weight 28.96 kg/kgmole
Molecular mass O2 5.312x10−26 kg
Molecular mass N2 4.650x10−26 kg

Molecular diameter O2 4.010x10−10 m
Molecular diameter N2 4.110x10−10 m

Mole fraction O2 0.237
Mole fraction N2 0.763

Viscosity index O2 0.77
Viscosity index N2 0.74

Degree of freedom O2 5 to 7
Degree of freedom N2 5 to 7

The computational domain used for the calculations is large enough so that body

disturbances do not reach the upstream and side boundaries, where freestream con-

ditions are specified. The flowfield is divided into an arbitrary number of regions.

Each region has a value for the time step 4t and a scale factor FN , which defines

the ratio of the number of real molecules to the number of simulated molecules. A

schematic drawing of the computational domain is illustrated in Figure 3.2.

According to Figure 3.2, the side I−A represents the cavity surface. Diffuse reflection

with complete thermal accommodation is the boundary condition applied to this

side. This condition is directly applied to individual molecules interacting with the

cavity surface. Side I − B represents a surface where all flow gradients normal to

this surface is zero. At the molecular level, this boundary condition is equivalent to

a specular reflecting boundary, where the normal component of the incident velocity

is reversed, while the parallel component is left unchanged. Sides II and III are

boundaries with a specified uniform freestream flow. A set of molecules crossing the

boundary into computational domain is generated at these sides. Molecules crossing

these sides from the computational domain are removed from the flow. These sides

correspond to the correct physical representation of the correct freestream flow as
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long as the disturbances of the flow, due the presence of the body, do not reach such

boundaries. Finally, the side IV is a boundary defined by vacuum or by a group of

molecules leaving or entering into the computational domain. The option for vacuum

is suitable for an outflowing gas with a high supersonic velocity component across

such a boundary, since there are virtually no upstream moving molecules in a flow

with Mach number greater than about three (BIRD, 1994). Hence, vacuum is the

prescribed boundary condition for this side. The upstream extent of the interference

due to this unrealistic boundary condition is determined by increasing the body

length.

FIGURE 3.2 - Drawing illustrating the computational domain.

The mesh generation scheme, the effect of the mesh resolution, and the complete

verification and validation process employed in this study are described in the next

chapter.

3.3 Freestream and Flow Conditions

Based on Figure 3.1, the main physical and geometric parameters can be identified

by the freestream Mach number M∞, the angle of attack α, the height H, the width

L and the Lu and Ld cavity lengths. Also, the surface temperature Tw and the gas-

surface interaction should be added. In this scenario, the flowfield structure on the
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cavity can be changed due to the effects of compressibility, rarefaction, gas-surface

interaction, the surface temperature, the L/H ratio, etc.

The present work focuses on the influence of the cavity L/H ratio on the flowfield

structure. Effects of the L/H ratio are investigated for L/H of 1, 2, 3 and 4. The

flow conditions represent those experienced by the SARA (acronyms for SAtélite

Recuperável Atmosférico) capsule at 70 km of altitude. This capsule has been de-

veloped by IAE (Instituto de Aeronáutica e Espaço) at DCTA (Departamento de

Ciência e Tecnologia Aeroespacial).

Freestream flow conditions used for the numerical simulations are tabulated in Ta-

ble 3.2. The freestream velocity U∞ is assumed to be constant at 7456 m/s, which

corresponds to a freestream Mach number M∞ of 25. The surface temperature Tw

is assumed constant at 880 K. This temperature is chosen to be representative of

the surface temperature near the stagnation point of the SARA capsule. Machado

and Boas (MACHADO et al., 2006) showed that the temperature at the stagnation

point of the SARA capsule may reach a maximum value of 950 K for the conditions

investigated. In addition, it is considered that the flow is aligned to the cavity, i.e.,

zero degree angle of incidence.

By assuming the cavity length L as the characteristic length, then the Knudsen

number KnL, defined by Equation 1.1, corresponds to 0.3095, 0.1548, 0.1032, and

0.0774 for the length L of 3, 6, 9 and 12 mm, respectively. Finally, the Reynolds

number ReL is around 121.7, 243.4, 365.1, and 486.8 for the length L of 3, 6, 9, and

12 mm, respectively.

TABLE 3.2 - Freestream flow conditions.

Property Value Unit (SI)

Velocity (U∞) 7456 m/s
Temperature (T∞) 219.69 K

Pressure (p∞) 5.582 N/m2

Density (ρ∞) 8.753x10−5 kg/m3

Number Density (n∞) 1.819x1021 m−3

Viscosity (µ∞) 1.455x10−5 Ns/m2

Mean free path (λ∞) 9.285x10−4 m−3
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4 VERIFICATION AND VALIDATION

Before proceeding with the computational results, it is imperative to present the

verification and validation processes employed in this DSMC code. Verification and

validation processes should establish the trust in the computer code that it is suitable

for the intended use. The DSMC verification and validation processes consist of three

basic steps: (1) verify the appropriate number of cells, (2) verify the appropriate

number of molecules, and (3) compare DSMC results with analytic or experimental

results available in the open literature. In this context, the purpose of this chapter

is to discuss at length these three steps.

4.1 Computer Requirements

The DSMC method has been developed to deal with complex flow phenomena in the

transition flow regime. For this method, a computational mesh has to be constructed

to form a reference for selecting collision partners and for sampling and averaging

macroscopic flowfield properties.

Many practical problems involve complex body shapes, and the generation of a

suitable mesh for this problems can be very demanding and time consuming task.

Numerous efforts to develop alternative meshes and reduce the computational cost

of the method have resulted in several different forms of mesh generation: structured,

unstructured, block by zone, cartesian, among others. Among the important con-

tributions are the body-fitted coordinate system implemented by Abe (ABE, 1989),

the transfinite interpolation method by Olynick et al. (OLYNICK et al., 1989), and

multi-level cartesian mesh proposed by Rault (RAULT, 1994).

In general, three basic types define the schemes for mesh generation: (1) a uniform

cartesian mesh, (2) a structured-body-fitted mesh, and (3) an unstructured-body-

fitted mesh. Each of these schemes has advantages and disadvantages such as less

expensive movement phase, grid clustering in regions of large flow gradients, and

application in the simulation of complex geometries. The merits of each scheme in

terms of accuracy, computational efficiency and overall ease of use are compared

and discussed in detail by Wilmoth et al. (WILMOTH et al., 1996) and Nance et

al. (NANCE et al., 1997).

Three primary constrains must be considered in the DSMC method when evaluating

computational requirements: (1) the time step must be less than the local mean
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collision time, (2) the cell size should be smaller than the local mean free path, and

(3) the number of particles per cell should be roughly constant in order to preserve

the statistics in the collision process. The most important assumption assumed in

the DSMC method is that the gas is dilute, i.e., the mean molecular diameter is much

smaller than the mean molecular spacing of molecules in the gas. This assumption

allows the molecular motion to be decoupled from the molecular collisions of a

small local time interval. Thus, the successful application of the method requires the

magnitude of the time step to be a small fraction of the mean collision time, and

the cell size of the order of a third of the local mean free path.

In order to accurately model collisions by using a statistical approach, the cell size

should be on the order of one third or smaller than the local mean free path in the

direction of primary gradients (BIRD, 1994). Near to the body surface, the cell size

in the normal direction to the surface should also be the order of or smaller than

one third of the local mean free path. This is because in certain regions, such as

the vicinity of adiabatic surfaces, flowfield gradients must be very small, and the

cell size must be small enough to adequately capture flowfield physics near the wall.

If the cell dimensions near the body surface are too large, then energetic molecules

at the far edge of the cell could transfer energy and momentum to molecules lo-

cated immediately adjacent to the body surface. The latter molecules may, in turn,

transmit this energy and momentum to the surface. This behavior would lead to a

over-prediction of the heat flux and of the aerodynamic loads acting on the surface.

This type of error can be minimized by reducing the cell size relative to the local

mean free path of molecules near the surface. Within the flowfield, the grid points

should be close to each other in regions where the physical properties vary rapidly.

The cell size should be small in regions where density is large in order to limit not

only the number of particles in each cell but also the number of collisions in a given

time step.

In order to adequately model the physical processes of interest, the simulation must

be performed with a minimum number of molecules in each cell. To obtain accurate

collision statistics, it is desirable to have 20 to 30 molecules in each cell. However, the

maintenance of this requirement becomes difficult when the distribution of density

in the computational domain is no longer uniform. As pointed out by Kannenberg

and Boyd (KANNENBERG K. C.; BOYD, 2000), the number of molecules in the cell

varies inversely with the density. Thus, high-density regions will tend to have few
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particles while low-density regions will have a large number of particles resulting in

over resolution in the flow domain. In order to overcome this difficulty, i.e., large

variations in the number of molecules in cells throughout the computational domain,

a variable scaling factor FN is used with the purpose of controlling the distribution

of simulated molecules within cells. FN represents the ratio of the number of real

molecules and the number of simulated molecules.

In this context, the computational effort is substantially reduced by dividing the

flowfield into an arbitrary number of regions where the time step 4t and the scaling

factor FN remains constant with a region, but can vary from region to region within

the computational domain. The combination of dividing the computational domain

into regions along with the use of variable cell sizes leads to a substantial reduction

in the total number of simulated molecules and a better resolution of the mesh

in regions where the gradients are more intense. As a result of this combination,

the computational time is substantially reduced. It is important to mention that

although the time step 4t and the scaling factor FN can vary from region to region,

FN/4t ratio must be the same for all regions in order to conserve mass flux across

region boundaries in the flow.

Finally, details of the requirements for the DSMC method are described, among

others, by Rieffel (RIEFFEL, 1999) and Shu and Mao (SHU et al., 2005).

4.2 Computational Mesh

In this work, the mesh generation scheme was based on the procedure presented by

Bird (BIRD, 1999) in the DSMC algorithm called DS2G. Basically, the flowfield is

divided into an arbitrary number of regions. Each region defined by four sides. Two

opposite sides can be curved or straight (e.g., sides I and III in Figure 3.2) and the

other two are straight (sides II and IV in Figure 3.2). Along the boundaries, point

distributions are generated in such way that the number of points on each side is the

same. Next, the cell structure is defined by connecting the corresponding points on

each side by straight lines, and them dividing each of these lines segments which are

joined to form the system of quadrilateral cells. The distribution of these points can

be controlled by different algebraic functions that allow the concentration of points

in certain regions where the gradients are more intense or regions where small mean

free paths are expected. The distribution of points may be chosen independently for

each region.

43



4.3 Adaptation of the Computational Mesh

The procedure used for the computational mesh adaptation is divided into three

steps: (1) a computational mesh is initially generated based on freestream conditions,

(2) values for the scaling factor FN are defined for each region, and the time step

4t is estimated subjected to the condition that the ratio FN/4t is the same for all

regions, (3) these parameters are iteratively modified until an acceptance number of

simulated molecules, cell size distributions and simulation time step are obtained.

4.4 DSMC Test Case

The problem of a rarefied hypersonic flow over a flat plate without cavity was chosen

to validate the two-dimensional version of the DSMC code used in this work. Due to

the geometric simplicity, the flat plate has been considered as one of the most useful

test cases for verification and validation of the DSMC method through comparisons

with experiments. The flat-plate model has been selected because both experimen-

tal data (BECKER et al., 1974) and previous numerical simulations (CERCIGNANI

C.; FREZZOTTI, 1989; HERMINA, 1989; HURLBULT, 1989b; LORD, 1994) are available

in the open literature for comparison. Therefore, a flat plate with characteristics of

that investigated by Becker et al. (BECKER et al., 1974) was adopted in this work as

a test case.

According to Becker et al. (BECKER et al., 1974), a flat plate of 50.8 mm of length,

25.4 mm of width and leading edge thickness of 0.04 mm was positioned along the

centerline of a Helium jet gas. The Helium flowfield was generated by the freejet

expansion from a distance of the flat plate resulting in a freestream Mach number

of 8.9, temperature of 10.7 K and pressure of 0.3379 N/m2. The flat-plate surface

temperature Tw was 290 K.

Table 4.1 presents the freestream main properties. Based on these properties, the

freestream Knudsen number Kn∞ is 0.0253 and the Reynolds number Re∞ is 71.3,

by considering the flat-plate length as the characteristic length.

In the computational solution, it was assumed that the flat plate is immersed in a

uniform stream flowing parallel to the plate itself. The flat plate was modeled as one

with zero thickness and length of 102, 8 mm, which corresponds to 80λ∞.

The undisturbed freestream boundary condition was imposed at a distance of 5λ∞
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TABLE 4.1 - Freestream main properties.

Property Value Unit (SI)

Velocity (U∞) 1723 m/s
Temperature (T∞) 10.7 K

Pressure (p∞) 0.3379 N/m2

Density (ρ∞) 1.520x10−5 kg/m3

Number density (n∞) 2.285x1021 m−3

Viscosity (µ∞) 1.865x10−5 Ns/m2

Mean free path (λ∞) 1.286x10−3 m

upstream of the flat-plate leading edge. The computational domain normal to the

flat-plate surface covers a distance of 30λ∞ above the flat plate.

The computational domain used for the calculation is made large enough so that flat-

plate disturbances do not reach the upstream and side boundaries, where freestream

conditions are specified. A schematic view of the computational domain is illustrated

in Figure 4.1. According to this figure, the computational domain is divided into two

regions, which are subdivided into computational cells. Region 1 consists of 10 cells

along side I−B and 40 cells along side II. Region 2 consists of 300 cells distributed

along side I − A and 80 cells normal to the plate surface, i.e., along side IV . This

computational mesh was defined as the standard case. In addition to this mesh, two

others meshes, defined as coarse and fine, where used to study the sensitivity of the

computations to mesh resolution.

FIGURE 4.1 - Drawing illustrating the flat-plate computational domain.
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4.4.1 Effect of Mesh Resolution

The effect of the mesh resolution on the computational results is of particular interest

in the present study since insufficient grid resolution can reduce significantly the

accuracy of predicted aerodynamic surface quantities. Hence, heat transfer, pressure

and skin friction coefficients are used as the representative parameters for the mesh

sensitivity study.

The effect of the altering the mesh resolution in the x- and y-directions was inves-

tigated for a coarse and fine grids with, respectively, 50% less and 100% more cells

with respect to the standard grid. Table 4.2 tabulates the number of cells employed

in the two regions for coarse, standard and fine meshes. In addition, each grid was

made up of non-uniform cell spacing in both directions.

TABLE 4.2 - Number of cells in the (x-direction) and [y-direction] for the flat-plate case.

Region 1 Region 2 Cells

Coarse ( 5× 40) ( 150× 80) 12, 200
[10× 20] [300× 40] 12, 200

Standard 10× 40 300× 80 24, 400
Fine (20× 40) (600× 80) 48, 800

[10× 80] [300× 160] 48, 800

The effect of changing the number of cells in the x-direction is illustrated in Fig-

ure 4.2 as it impacts the calculated skin friction Cf , pressure Cp and heat transfer

Ch coefficients. In this set of plots, X represents the distance x normalized by the

freestream mean free path λ∞. According to Figure 4.2, the comparison shows that

the calculations results are insensitive to the range of cell spacing considered for the

x-direction.

A similar examination was made in the y-coordinate direction. A new series of

three independent simulations were made considering a coarse, standard and fine

meshes. The influence of the cells size in the skin friction, pressure and heat transfer

coefficients is demonstrated in the Figure 4.3. According to this group of plots, the

results for the three independent meshes are approximately the same, indicating

that the results for the standard mesh is essentially grid independent.
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FIGURE 4.2 - Effect of changing the cell size (x-coordinate direction) on skin friction
(top), pressure (middle), and heat transfer (bottom) coefficients.
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FIGURE 4.3 - Effect of changing the cell size (y-coordinate direction) on skin friction
(top), pressure (middle), and heat transfer (bottom) coefficients.
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4.4.2 Effect of Changing Number of Molecules

A similar examination was made for the number of molecules. The standard mesh

corresponds to a total of 512, 800 molecules. Two new cases were investigated us-

ing the same mesh. These two new cases correspond, on average, to 256, 400 and

1, 025, 600 molecules in the entire computational domain. The effect on the skin

friction, pressure and heat transfer coefficients due to variations in the number of

molecules is displayed in Figure 4.4. Based on this figure, it is observed that the

results are basically the same for the three cases, indicating that the standard mesh,

with a total of 512, 800 molecules is enough for the computation of the flowfield

properties.

4.4.3 Effect of Downstream Boundary Condition

As mentioned in chapter 3, a vacuum was defined as the boundary condition on

the side IV (see Figure 3.2) in the computational domain. The vacuum option is

usually used when the gas velocity through the boundary condition is supersonic.

For a flowfield with a Mach number equal to or greater than three (BIRD, 1994), the

flux of molecules across the boundary condition into the computational domain can

be neglected. However, the downstream effect on the flow, due to the application of

this boundary condition, can be estimated by increasing the length of the body. In

order to determine the extent of the interference region, two other flat-plate lengths

were investigated. Figure 4.5 illustrates a comparison of the aerodynamic surface

quantities on the flat-plate surfaces with 60λ∞, 80λ∞ and 100λ∞ of length, which

correspond to a short, standard and long flat plate, respectively.

According to Figure 4.5, it is clearly seen that the imposed boundary condition af-

fects the aerodynamic properties on the flat-plate surface in a different way. The

largest effect occurs in the pressure coefficient, followed by the heat transfer coeffi-

cient and skin friction coefficient, respectively.
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FIGURE 4.4 - Effect of changing the number of molecules on skin friction (top), pressure
(middle), and heat transfer (bottom) coefficients.

50



FIGURE 4.5 - Effect of changing the flat-plate length on skin friction (top), pressure (mid-
dle), and heat transfer (bottom) coefficients.
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4.4.4 Experimental and Numerical Comparison

This subsection presents comparisons with experimental data and with a series of

numerical simulation data on a flat plate. Basically, the purpose of this subsection

is to show how well the DSMC algorithm employed in this study is able to pre-

dict rarefied hypersonic flows. By considering that these data are available in the

open literature, details will be kept to a minimum and the discussion restricted to

significant conclusions.

Figure 4.6 presents a series of plots for the density distribution normal to the flat-

plate surface for six sections covering from 0.5 mm to 31.5 mm. In this group of plots,

the density ρ is normalized by the freestream density ρ∞, and the distance y above

the flat-plate is normalized by the molecular mean free path λ∞. Furthermore, solid

lines represent the present DSMC simulations, the full and empty symbols represent,

respectively, experimental and numerical data available in the literature. In addition,

the dependence of the density with the axial position was measured for only three

values of the y-coordinate, i.e., y = 1.25, 2.5 and 5.0 mm. Details of the experimental

tests are given by Becker et al. (BECKER et al., 1974). The numerical simulation data

shown were obtained by Hermina (HERMINA, 1989), through the DSMC method,

and by Cercignani and Frezzoti (CERCIGNANI C.; FREZZOTTI, 1989) by means of

the Boltzmann equation.

According to the Figure 4.6, it is clearly seen a good agreement between the present

DSMC simulation data and the experimental and numerical data close to the flat-

plate leading edge. However, as the trailing edge is approached, a significant disagree-

ment is observed between experimental results and those of the present simulations,

which predict higher density ratios.

Figure 4.7 illustrates the corresponding variation in tangential velocity u, normalized

by the freestream velocity U∞. As shown in this group of diagrams, for Y ∼= 0, the

tangential velocity is different from zero. This slip velocity presents a great value

near the leading edge and decreases along the flat plate due to the increasing number

of molecular collisions with the flat-plate surface. The comparison of the computed

results with the experimental data shows that at the vicinity of the leading edge the

computed velocities are larger than the measured velocities. In contrast, when the

flow departs from the leading edge, the computed velocities are smaller than those

obtained experimentally. According to Hermina (HERMINA, 1989), this behavior
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indicates that the accommodation coefficient used in the simulations is to small near

the leading edge and to large at the downstream positions. In contrast to the density

profiles, the velocity profiles obtained in the present DSMC simulations present a

good agreement as compared to those of other numerical simulations.

Similarly, variations in temperature profiles T , normalized by the freestream temper-

ature T∞, are depicted in Figure 4.8. Based on these plots, it is noticed a temperature

jump near to the flat-plate surface, Y ∼= 0, in the sense that the temperature T dif-

fers from the wall temperature Tw. It is important to mention that the temperature

ratio T/Tw is approximately equal to (T/T∞)/29. Therefore, the temperature at the

vicinity of the flat plate reaches the wall temperature near the trailing edge. Again,

in contrast to the density profiles, the temperature profiles have a good agreement

when compared with those obtained experimentally and numerically.

Longitudinal variations of the flow properties are demonstrated in Figures 4.9, 4.10

and 4.11. In this group of figures, X represents the distance x normalized by the

mean free path λ∞. Also, solid lines stand for the present DSMC simulations, full

and empty symbols represent experimental and numerical data, respectively.

Figure 4.9 displays the longitudinal variation of density ρ, normalized by the

freestream density ρ∞, at a distance 1.25 mm from the flat plate. According to this

figure, a good agreement is observed between the present simulation and the simula-

tion presented by Lord (LORD, 1994). However, both DSMC solutions deviate from

the experimental results as the axial position increases. According to Lord (LORD,

1994) this discrepancy cannot be attributed to the surface accommodation, which

appears to have very little effect, and is currently unexplained. In his analysis, the

effects due of the gas-surface interaction were investigated assuming that molecules

are reflected from the flat-plate surface according to the Cercignani-Lampis-Lord

(CLL) (LORD, 1991) model.

The corresponding longitudinal variation of the tangential velocity u is illustrated

in Figure 4.10. From this figure, it is observed a good agreement between the com-

putational solutions. However, the comparison with experimental data shows that

the calculated axial velocities drop much faster downstream of the leading edge than

the measured ones.

Finally, Figure 4.11 displays the corresponding variation of the gas temperature
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normalized by its freestream value. From this figure, it is apparent that optimal

agreement is obtained between the calculated results yielded by the DSMC method,

except the calculated results presented by Hurlbut (HURLBULT, 1989a). Despite

having significantly different computational results, Hurlbut (HURLBULT, 1989a)

and Lord (LORD, 1994) used the same cell structure.

Comparisons between experimental and numerical simulation data were made for

hypersonic gas flow of Helium over a flat plate. The examination of the numerical re-

sults leads to the conclusion that agreement with the experimental results is remark-

ably close to the leading edge but becomes less exact close the trailing edge. If the

disagreement were attributed to the computational method, it would point out to an

inadequate model for the gas-surface interaction. This hypothesis is further corrob-

orated by the results presented by Hermina (HERMINA, 1989), Hurlbut (HURLBULT,

1989a), and Cercignani and Frezzotti (CERCIGNANI C.; FREZZOTTI, 1989), which

showed a better agreement by taking into account the incomplete accommodation

on the surface. However, comparisons taking into account results for incomplete ac-

commodation on the surface are beyond the scope of the present validation process,

which it is restricted only to complete accommodation on the surface.

Moreover, some caution must also be exercised in drawing definitive conclusions

from comparisons since each simulation differs in some characteristics. For example,

Hermina (HERMINA, 1989) considered a diverging flow of Helium gas along a flat

plate, and took into account for the finite plate thickness and leading-edge bevel

angle, as used in the experimental model. Cercignani and Frezzotti (CERCIGNANI

C.; FREZZOTTI, 1989) assumed that the flat plate was positioned inside an axisym-

metric jet originated from a sonic orifice. The interaction between the axisymmetric

jet and the flat plate was not handled correctly, because the resulting 3-D flow was

calculated as a 2-D one. Therefore, the effect of the jet diverging on the entire flow-

field is to be expected. In addition, a uniform stream flowing parallel to the plate

rather than a field having the divergence of the free jet flow has been used in the

present DSMC simulation and the simulations carried out by Hurlbult (HURLBULT,

1989a) and Lord (LORD, 1994).
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FIGURE 4.6 - Density ratio (ρ/ρ∞) profiles normal to the flat-plate surface for various
stations along the flat plate. Solid lines represent the present DSMC simu-
lations, full and empty symbols represent experimental and numerical data,
respectively.
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FIGURE 4.7 - Velocity ratio (u/U∞) profiles normal to the flat-plate surface for various
stations along the flat plate. Solid lines represent the present DSMC simu-
lations, full and empty symbols represent experimental and numerical data,
respectively.
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FIGURE 4.8 - Temperature ratio (T/T∞) profiles normal to the flat-plate surface for var-
ious stations along the flat plate. Solid lines represent the present DSMC
simulations, full and empty symbols represent experimental and numerical
data, respectively.
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FIGURE 4.9 - Density ratio (ρ/ρ∞) profiles along the flat-plate surface at station y =
1.25mm. Solid lines represent the present DSMC simulations, full and
empty symbols represent experimental and numerical data, respectively.

FIGURE 4.10 - Velocity ratio (u/U∞) profile along the flat-plate surface at a station y =
1.25mm. Solid lines represent the present DSMC simulations, full and
empty symbols represent experimental and numerical data, respectively.
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FIGURE 4.11 - Temperature ratio (T/T∞) profile along the flat-plate surface at a station
y = 1.25mm. Solid lines represent the present DSMC simulations, full and
empty symbols represent experimental and numerical data, respectively.
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4.5 Cavity Case

The simulation procedures adopted in the previous sections for the hypersonic flow

over a flat plate were also applied to the cavities defined in chapter 3. Simulations

were performed with computational meshes that met the general requirements for the

DSMC method already presented in sections 4.1 to 4.3. As discussed, cells dimensions

are more critical in the direction with high gradients. For cavities, the gradients

are important in the direction normal to the cavity surface and inside of them.

The computer simulations were performed by considering computational meshes

containing cells distributed in four regions. Table 4.3 tabulates the number of cells

employed in the four regions for coarse, standard and fine meshes for the particular

case of L/H = 1.

TABLE 4.3 - Number of cells in the (x-direction) and [y-direction] for the L/H=1 case.

Region 1 Region 2 Region 3 Region 4 Cells number

Coarse ( 5× 40) ( 60× 50) (10× 70) ( 60× 60) 7, 500
[10× 20] [120× 25] [20× 35] [120× 30] 7, 500

Standard 10× 40 120× 50 20× 70 120× 60 1, 000
Fine (20× 40) (240× 50) (40× 70) (240× 60) 30, 000

[10× 80] [120× 100] [20× 140] [120× 120] 30, 000

The effect of altering the cell size in the x-direction was investigated for a coarse

and fine meshes with, respectively, 50% less and 100% more cells with respect to

the standard grid. Figures 4.12, 4.13, and 4.14 illustrate cell size effects on the skin

friction, pressure and heat transfer coefficients, respectively. In this group of plots,

X represents the length x normalized by the mean free path λ∞, X ′ refers to the

length (x − Lu) normalized by the cavity length L, and YH refers to the height y

normalized by the cavity depth H.

In analogous fashion, an examination was made in the y-direction with coarse and

fine meshes with, respectively, 50% less and 100% more cells with respect to the

standard mesh only in the y-direction. In addition, each mesh was made up of a

non-uniform cell spacing in both directions. Moreover, point clustering is used close

to the solid walls and to the horizontal plane connecting the two corners.
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Figures 4.15, 4.16, and 4.17 demonstrate cell size effects on the skin friction coef-

ficients, pressure and heat transfer coefficients, respectively. According to the two

set of figures, the effect of changing cell size in both directions on the aerodynamic

surface quantities was rather insensitive to the range of cell spacing considered, in-

dicating that the standard grid, with a total of 15, 000 cells, for the L/H = 1 case,

is essentially grid independent.

A similar examination was made for the number of molecules. The standard mesh for

the L/H = 1 case corresponds to a total of 314, 700 molecules. Two new cases using

the same mesh were investigated. These two new cases corresponds to 157, 500 and

630, 600 molecules in the entire computational domain. The impact of the number of

molecules on the skin friction, pressure and heat transfer coefficients is displayed in

Figures 4.18, 4.19, and 4.20, respectively. These cases presented the same results for

the aerodynamic surface quantities, hence the standard mesh with a total of 314, 700

molecules is considered enough for the computation of the flowfield properties. For

the propose of illustration, Figure 4.21 displays the standard mesh for the L/H = 1

case.
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FIGURE 4.12 - Effect of changing the cell size (x-coordinate direction) on the skin friction
coefficient for the L/H = 1 case.
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FIGURE 4.13 - Effect of changing the cell size (x-coordinate direction) on the pressure
coefficient for the L/H = 1 case.
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FIGURE 4.14 - Effect of changing the cell size (x-coordinate direction) on the heat transfer
coefficient for the L/H = 1 case.
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FIGURE 4.15 - Effect of changing the cell size (y-coordinate direction) on the skin friction
coefficient for the L/H = 1 case.
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FIGURE 4.16 - Effect of changing the cell size (y-coordinate direction) on the pressure
coefficient for the L/H = 1 case.
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FIGURE 4.17 - Effect of changing the cell size (y-coordinate direction) on the heat transfer
coefficient for the L/H = 1 case.
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FIGURE 4.18 - Effect of changing the number of molecules on the skin friction coefficient
for the L/H = 1 case.
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FIGURE 4.19 - Effect of changing the number of molecules on the pressure coefficient for
the L/H = 1 case.
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FIGURE 4.20 - Effect of changing the number of molecules on the heat transfer coefficient
for the L/H = 1 case.
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FIGURE 4.21 - Drawing illustrating the computational domain (left) and a magnified view
of the cavity (right) for the L/H = 1 case.
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5 COMPUTATIONAL RESULTS AND DISCUSSIONS

Having computed flowfield properties over a wide range of simulation parameters,

it is worth taking a closer look at the results. In this manner, the purpose of this

Chapter is to discuss and to compare differences in the flowfield structure as well as

in the aerodynamic surface quantities due to variations in the cavity L/H ratio.

5.1 Flowfield Structure

This section focuses on the calculations of the primary properties obtained from the

DSMC results. The primary properties of particular interest in this dissertation are

velocity, density, pressure and kinetic temperatures.

5.1.1 Velocity Field

The DSMC method is essentially a statistical method. In this way, the macroscopic

properties are computed as averages from the microscopic properties in each cell in

the computational domain. As a result, the velocity vector is given by the following

expression,

c0 =

∑N
j=1 mjcj∑N
j=1 mj

(5.1)

where N , m and cj represent, respectively, the number of molecules, the mass, and

the velocity vector of the molecules in each cell.

It should be remarked that the mean molecular velocity c (≡ c0 ≡ ui + vj + wk)

defines the macroscopic mean velocity. In addition, the velocity of the molecules

relative to the macroscopic mean velocity defined as thermal or peculiar velocity, is

denoted by c′ ≡ c - c0.

The tangential velocity profiles u/U∞ for three sections along the upstream cavity

surface, surface S1, are illustrated in Figure 5.1 as a function of the L/H ratio. In this

set of plots, the tangential velocity u is normalized by the freestream velocity U∞,

X and Y represent, respectively, the distance x and the height y normalized by the

freestream mean free path λ∞. Furthermore, for comparison purpose, the tangential
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velocity ratio profiles for the flat-plate case, i.e., a flat plate without cavities, are

presented in the same plots.

According to Figure 5.1, it is noted that the tangential velocity profiles for the

cavities are identical to those for the flat-plate case, indicating that the presence

of the cavities basically does not influence the flowfield far upstream. This domain

of influence is confined in a small region of a couple of mean free paths. Particular

attention is paid to the magnitude of the velocity at Y = 0 for sections X shown.

It is clearly noted that the velocity ratio is not zero at the wall; there is a velocity

slip, a characteristic of a rarefied flow. As a result, the condition u/U∞ = 0, no-slip

velocity, does not apply in a rarefied flow.

Tangential velocity profiles for three sections along the cavity downstream surface,

surface S5, are illustrated in Figure 5.2 as a function of the L/H ratio. In this

group of plots, X ′′L represents the distance (x−Lu−L) normalized by Ld, the cavity

downstream length. Again, for comparison purpose, the tangential velocity ratio

profiles for the flat-plate case are presented in the same plots.

According to Figure 5.2, it is seen that the tangential velocity profiles for the cavities

are practically identical to those for the flat-plate case, indicating that the presence

of the cavities do not influence the flowfield far downstream. This domain of influence

is confined in a small region close to the cavity corners. In addition, similar to the

tangential velocity profiles on the surface S1, the tangential velocity ratio is not zero

at the wall, there is a slip velocity, a characteristic of a rarefied flow.

An interesting characteristic in the tangential velocity profiles illustrated in Fig-

ures 5.1 and 5.2 is the similarity of the profiles along the body surface. This is an

indication that the velocity profiles may be expressed in terms of functions that, in

appropriate coordinates, may be independent of one of the coordinate directions.

However, no attempts have been done to find such functions.

In what follows, tangential velocity profiles for three sections along the cavity surface

S3 are demonstrated in Figure 5.3 parameterized by the L/H ratio. In this set of

diagrams, the left-column diagrams correspond to u/U∞ inside the cavity and right-

column diagrams to the profiles outside the cavity. Also, the dimensionless height

Y is the height y normalized by the freestream mean free path λ∞, and X ′L is the

length (x − Lu − L/2) normalized by the cavity length L. In this manner, section
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X ′L = 0.25 is located close to the cavity back face, section X ′L = 0.50 corresponds

to the center of the cavity, and section X ′L = 0.75 is located at the vicinity of the

frontal face.

On examining Figure 5.3, it is seen that the tangential velocity ratio is basically

negative at the bottom of the cavities, at section Y ≈ −1. After that, in the upward

direction, the tangential velocity ratio becomes positive at the top of the cavities,

at section Y = 0. Still further upward, the tangential velocity u increases signifi-

cantly and tends to the freestream velocity U∞ close to the upper boundary of the

computational domain.

As a base of comparison, at section X ′L = 0.25, the tangential velocity ratio changes

from negative to positive values at section Y of −0.2886, −0.4070, −0.5311 and

−0.7665 for L/H ratio of 1, 2, 3, and 4, respectively. On the other hand, at section

X ′L = 0.75, the velocity ratio changes from negative to positive values at section Y

of −0.3467, −0.5312, −0.6533, −0.9092 for L/H ratio of 1, 2, 3, and 4, respectively.

Therefore, the separated boundary layer increases with the L/H ratio and increases

from section X ′L = 0.25 to X ′L = 0.75.

Normal velocity profiles inside the cavities are displayed in Figure 5.4 for three

transversal sections as a function of the streamwise distance X ′L and parameterized

by the L/H ratio. In this set of diagrams, the normal velocity v is normalized by the

freestream velocity U∞, and the three sections correspond to the transversal sections

defined by the dimensionless height YH of −0.25, −0.50, and −0.75. According to

these plots, near the cavity back face, X ′L < 0.2, the normal velocity ratio profiles

basically present positive values for the L/H cases investigated, meaning that the

flow is moving upward. Conversely, at the vicinity of the cavity frontal face,X ′L > 0.8,

the normal velocity ratio profiles present negative values for L/H < 3, indicating

that the flow is moving downward. Therefore, based on the two opposite behaviors

for the normal velocity ratio, it may be inferred in passing that there is another region

of clockwise circulating flow. In addition, of particular interest is the behavior of the

normal velocity profiles for the L/H = 3 and 4 cases.

At this point, it is worth taking a closer look at the recirculation region. In this

manner, streamline traces inside the cavities are depicted in Figure 5.5. In this set

of plots, the dimensionless height YH is the height y normalized by the cavity height

H, and X ′L is the length (x− Lu) also normalized by the cavity length L. Based on
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these plots, it is clearly noticed that the flow within the cavities are characterized

by the appearance of recirculation regions. For the L/H = 1 case, the streamline

pattern shows that the flow is characterized by a primary vortex system. For the

L/H = 2 case, a similar flow structure is observed. Nevertheless, in contrast to the

previous case, the vortex core approached the frontal face of the cavity. In addition,

for the L/H = 1 and 2 cases, it is noteworthy that the recirculation region fills the

entire cavities. In the following, for the L/H = 3 case, a different flow structure is

observed; two vortices are formed, one of them close to the back face and another

one near the frontal face of the cavity. It should be remarked that the external

stream does not reach the bottom surface of the cavity. Finally, for the L/H = 4

case, the recirculation regions are well defined when compared to the previous case.

Furthermore, for this particular case, the external flow reaches the cavity floor. It

should be emphasized that the flow topology observed here for the L/H = 4 case in a

rarefied environment is usually observed in the continuum flow regime for L/H > 14,

which represents that for a “closed cavity”, as shown in Chapter1.

Before proceeding with the analysis of density profiles, it proves instructive to il-

lustrate the distribution of Mach number in the cavities. In doing so, Figure 5.6

displays contour maps for the distribution of Mach number in the entire computa-

tional domain. In this family of plots, dimensionless height Y stands for the height

y normalized by the freestream mean free path λ∞, and the dimensionless length X

refers to the length x also normalized by the λ∞. Also, the plots in the left column

represent the Mach number in the entire computational domain, and the plots in

the right column correspond to a magnified view of the Mach distribution inside

the cavities. Moreover, attention should be paid to the different Mach number scale

used in right-column plots. According to the plots in the right column, it is firmly

established that the Mach number at the vicinity of the back-face corner is larger

than that at the vicinity of the frontal-face corner, as a result of the flow separation

and flow reattachment on these faces.
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FIGURE 5.1 - Tangential velocity ratio (u/U∞) profiles for three sections along the surface
S1 parameterized by the L/H ratio.
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FIGURE 5.2 - Tangential velocity ratio (u/U∞) profiles for three sections along the surface
S5 parameterized by the L/H ratio.
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FIGURE 5.3 - Tangential velocity ratio (u/U∞) profiles for three sections along the surface
S3 parameterized by the L/H ratio.
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FIGURE 5.4 - Normal velocity ratio (v/U∞) profiles for three transversal sections inside
the cavity as a function of the dimensionless length X ′L.
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FIGURE 5.5 - Distribution of streamline traces inside the cavities for L/H of 1, 2, 3 and
4.
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FIGURE 5.6 - Mach number distribution outside (left) and inside (right) the cavities for
L/H ratio of 1, 2, 3 and 4.
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5.1.2 Density Field

The density in each cell in the computational domain is obtained by the following

expression,

ρ =
1

NVc

N∑
j=1

mj (5.2)

where N is the number of molecules in the cell, m the mass of molecules and Vc the

volume the cell.

The impact on the density profiles due to changes on the L/H ratio is illustrated

in Figure 5.7 for three sections along the cavity upstream surface, surface S1. In this

group of plots, density ρ is normalized by the freestream density ρ∞, X and Y are

dimensionless length and height, respectively, as defined previously in the velocity

ratio profiles. Besides, as a base of comparison, density ratio profiles for the flat-plate

case are presented in the same plots.

According to Figure 5.7, it is observed that the density ratio experiences significant

changes in the direction perpendicular to the surface S1 as the flow moves down-

stream along the surface. The density ratio is high adjacent to the wall, Y ≈ 0, and

rapidly decreases inside a layer of thickness around two to three freestream mean

free paths, where the density ratio is less than one for the sections shown. It means

that the density is smaller than the freestream density ρ∞. This characteristic is ob-

served when the body surface is very much colder than the stagnation temperature

of the incoming gas. As a result, the gas near the body surface tends to be much

denser and cooler (see next sections) than the gas in the rest of the boundary layer.

As Y increases, the density ratio increases significantly at a maximum value, around

ρ/ρ∞ = 1.6, inside the shock wave. After that, the density decreases and reaches the

freestream density value as Y →∞.

Still referring to Figure 5.7, it is noticed that, for section X < 45, the density ratio

profiles for the cavities are identical to those for the flat-plate case, indicating that

the presence of the gaps does not influence the flowfield far upstream. However,

for section X ≈ 50, density ratio for the cavities is smaller than that for the flat-
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plate case, indicating that the presence of the cavities is only felt a small distance

upstream the cavity corner, due to the flow expansion around the cavity corner.

Effects on the density profiles due to changes on the L/H ratio is demonstrated

in Figure 5.8 for three sections along the cavity downstream surface, surface S5.

Based on this group of plots, it is noticed that density ratio profiles are similar to

those for the tangential velocity profiles in that profiles for the cavities are practically

identical to those for the flat-plate case, except very close to the cavity corners.

Therefore, this behavior indicates that the presence of the cavities basically do not

influence the flowfield far downstream. The influence is confined in a small region

very close to the cavity corners.

Effects of the L/H ratio on density ratio profiles along the cavity surface S3 are

displayed in Figure 5.9 for three sections defined by X ′L of 0.25, 0.50, and 0.75.

In this set of plots, similar to the tangential velocity profiles, the left-column plots

correspond to ρ/ρ∞ inside the cavity and right-column diagrams to the profiles

outside the cavity. Also, the dimensionless height Y and length X ′L are similar to

those defined in the tangential velocity profiles.

Referring to Figure 5.9, it may be recognized that the density ratio presents signifi-

cant changes not only in the direction perpendicular to the cavity surface but also

along the cavity bottom surface, surface S3. At section X ′L = 0.25, it is observed

that the density ratio decreases with the L/H ratio rise. For L/H = 3 cases, the

density ρ is smaller than the freestream density ρ∞. This behavior is explained by

the fact that with increasing the L/H ratio, the flow penetrates more deeply inside

the cavity due to the flow expansion around the corner of the cavity back face. As

a result, a recirculation zone is formed characterized by a zone of low density. Con-

versely, at section X ′L = 0.75, the flow experiences a compression, and the density ρ

is well above the freestream density ρ∞, with increasing the L/H ratio.

Finally, in attempting to bring out the essential features of the density behavior

in the cavities, Figure 5.10 displays contour maps for the density ratio distribution

in the entire computational domain. In this group of plots, similar to the Mach

number distribution, dimensionless height Y stands for the height y normalized

by the freestream mean free path λ∞, and the dimensionless length X refers to

the length x also normalized by the λ∞. Furthermore, the plots in the left column

represent the density ratio in the entire computational domain, and the plots in the
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right column correspond to a magnified view of the density ratio distribution inside

the cavities. Looking first to the plots in the left column, it is observed that, in

general, the density ratio distribution follows that presented by the flat-plate case.

Turning to the plots in the right column, it is noticed that the density ratio is low

at the vicinity of the back-face corner, due to the flow expansion, and it is high at

the frontal-face corner, because of the flow compression region. It is also observed

that the density ρ is, at least, twice the freestream density ρ∞ at the bottom surface

of the cavities, for the L/H ratio investigated.

85



FIGURE 5.7 - Density ratio (ρ/ρ∞) profiles for three sections along the cavity surface S1
parameterized by the L/H ratio.
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FIGURE 5.8 - Density ratio (ρ/ρ∞) profiles for three sections along the cavity surface S5
parameterized by the L/H ratio.

87



FIGURE 5.9 - Density ratio (ρ/ρ∞) profiles for three sections along the cavity surface S3
parameterized by the L/H ratio.
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FIGURE 5.10 - Density ratio (ρ/ρ∞) distribution outside (left) and inside (right) the cav-
ities for L/H ratio of 1, 2, 3 and 4.
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5.1.3 Pressure Field

The pressure in each cell in the computational domain is obtained by the following

equation,

p =
1

3Vc

N∑
j=1

mc′2

N
(5.3)

where N is the number of molecules in the cell, m the mass of the molecules, Vc is

the volume of the cell, and c′ is the thermal velocity of the molecules.

The influence of the L/H ratio on pressure profiles along surface S1 is exhibited

in Figure 5.11 for three sections. In this set of diagrams, pressure p is normalized

by the freestream pressure p∞, X and Y are dimensionless variables as defined

previously in the density ratio profiles. Moreover, for comparative purpose, pressure

ratio profiles for the flat-plate case are also exhibited in the same diagrams.

According to this set of diagrams, it is noticed that pressure ratio profiles follow

a similar behavior as compared to those presented by density ratio profiles in the

sense that they differ from those for the flat-plate case in a small region above the

surface. In this small region, the pressure ratio for the L/H ratio investigated is lower

than that for the flat-plate case. Beyond this small region, as Y →∞, the pressure

ratio continues to increase to a maximum value inside the shock wave that formed

at the sharp leading edge of the flat plate. After that, the pressure dramatically

decreases, outside the shock wave, and reaches the freestream pressure value at the

outer boundary of the computational domain.

Pressure ratio profiles for three sections along the cavity downstream surface, surface

S5, are displayed in Figure 5.12, parameterized by the L/H ratio. Based on this set

of plots, it is clearly seen that pressure ratio profiles follow a similar behavior as

compared to those presented along the cavity upstream surface, surface S1. They

differ from those for the flat-plate case in a small region above the surface at the

vicinity of the cavity corner. In this small region, the pressure ratio for the L/H ratio

investigated is larger than that for the flat-plate case. This behavior is in contrast

to that observed in the cavity upstream surface, surface S1. This is explained by the
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fact that, at the vicinity of the back-face corner, the flow experiences an expansion.

On the other hand, at the vicinity of the frontal-face corner, the flow experiences a

compression.

Effects of the L/H ratio on pressure ratio profiles along surface S3 are demonstrated

in Figure 5.13 for three sections defined by X ′L of 0.25, 0.50, and 0.75. In this family

of plots, the left-column plots correspond to p/p∞ inside the cavity and right-column

plots to the profiles outside the cavity. Looking first to the left-column plots, it is

very encouraging to observe that the pressure ratio inside the cavities decreases from

the top to the bottom of the cavities for the L/H ratio investigated. In addition, at

the bottom of the cavities, the pressure p is basically one order of magnitude larger

than the freestream pressure p∞. Turning to the right-column plots, at section X ′L
= 0.25 and Y = 0, it is seen that the pressure ratio increases with decreasing the

L/H ratio. Conversely, at section X ′L = 0.75 and Y = 0, the pressure ratio increases

with increasing the L/H ratio.

In the following, it is desirable to present contour maps for the pressure ratio in the

entire computational domain. In this fashion, Figure 5.14 depicts the pressure ratio

distribution in the entire computational domain (left column) as well as a magnified

view of the pressure ratio inside the cavities (right column). In this set of plots,

dimensionless height and length, Y and X, respectively, are similar to those defined

previously in the density ratio contours.

According to this set of plots, at the vicinity of the sharp leading edge of the flat

plate, pressure is almost two orders of magnitude larger than the freestream pressure.

The reason for that is because of the large amount of kinetic energy present in a

hypersonic freestream. This energy is converted by molecular collisions into high

thermal energy surrounding the body and by flow work into increased pressure.

Inside the cavities, it is observed that the maximum pressure ratio takes place at

the frontal-face corner, i.e., pressure p is fifty times the freestream pressure p∞. It

should be remarked that this pressure ratio is almost twice the maximum pressure

ratio observed at the bottom of the cavities, for the L/H ratio investigated. As a

result, it may be inferred in passing that particular attention should be paid to the

cavity frontal face in terms of the pressure loads, since the vicinity of the corner

represents a zone of strong compression.
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FIGURE 5.11 - Pressure ratio (p/p∞) profiles for three sections along the cavity surface
S1 parameterized by the L/H ratio.
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FIGURE 5.12 - Pressure ratio (p/p∞) profiles for three sections along the cavity surface
S5 parameterized by the L/H ratio.
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FIGURE 5.13 - Pressure ratio (p/p∞) profiles for three sections along the cavity surface
S3 parameterized by the L/H ratio.
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FIGURE 5.14 - Pressure ratio (p/p∞) distribution outside (left) and inside (right) the
cavities for L/H ratio of 1, 2, 3 and 4.
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5.1.4 Kinetic Temperature Field

In a monoatomic gas, the translational temperature, related to the translational

kinetic energy of molecules, is simply defined as temperature. In a diatomic or

polyatomic gas, molecules have internal energy associated to the internal modes

of rotation and vibration. In addition, for a gas in thermodynamic equilibrium,

the translational temperature is equal to the temperature related to the internal

modes, i.e., rotational and vibrational temperatures, and it is identified as ther-

modynamic temperature. Conversely, in a thermodynamic non-equilibrium gas, an

overall temperature is defined as the weighted mean of the translational and internal

temperatures (BIRD, 1994) as being,

TOV =
ζTTT + ζRTR + ζV TV

ζT + ζR + ζV
(5.4)

where T and ζ stand for the temperature and the degree of freedom, respectively. The

subscripts T , R and V refer to the translation, rotation and vibration, respectively.

Translational, rotational and vibrational temperatures are obtained for each cell in

the computational domain through the following equations,

T T =
1

3κ

N∑
j=1

(mc′2)j
N

(5.5)

TR =
2

κ

εR
ζR

(5.6)

T V =
ΘV

ln

(
1 + κΘV

εV

) (5.7)
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where κ is the Boltzmann constant, ΘV is the characteristic temperature of vibration,

εR and εV are, respectively, rotational and vibrational average energies in each cell.

The L/H ratio effects on temperature profiles along surface S1 are exhibited in Fig-

ure 5.15 for three sections. In this set of plots, kinetic temperature ratio stands for

the translational temperature TT , rotational temperature TR, vibrational temper-

ature TV , and overall temperature TOV normalized by the freestream temperature

T∞, X ′L and Y are dimensionless variables as defined previously in the pressure ratio

profiles. Furthermore, empty and filled symbols refer to profiles for L/H of 1 and 4,

respectively. Results for L/H of 2 and 3 are intermediate and will not be shown.

Referring to Figure 5.15, it is clearly seen that thermodynamic non-equilibrium oc-

curs outside the cavities, as shown by the lack of equilibrium between the trans-

lational and internal kinetic temperatures. As mentioned earlier, thermal non-

equilibrium occurs when the temperatures associated with the translational, rota-

tional, and vibrational modes of a polyatomic gas are different. It should be men-

tioned in this context that the overall temperature, defined by Equation 5.4, is equiv-

alent to the thermodynamic temperature only under thermal equilibrium conditions.

In addition, the ideal gas equation of state does not apply to this temperature in a

non-equilibrium situation.

Still referring to Figure 5.15, it should be recognized that, in the undisturbed

freestream far from the surface S1, Y → ∞, the translational and internal kinetic

temperatures have the same value and are equal to the thermodynamic tempera-

ture. Approaching the surface S1, say Y ≈ 2, the translational kinetic temperature

rises to well above the rotational and vibrational temperatures and reaches a maxi-

mum value that is a function of the section X. Since a large number of collisions is

needed to excite molecules vibrationally from the ground state to the upper state,

the vibrational temperature is seen to increase much more slowly than rotational

temperature. Still further toward the surface S1, Y ≈ 0, the translational, rotational,

vibrational, and overall kinetic temperatures decrease, and reach a value on the wall

that is above the wall temperature Tw (≈ 4T∞), resulting in a temperature jump

as defined in continuum formulation (GRUPTA et al., 1985). Furthermore, the differ-

ence between translational temperature and internal temperatures at the vicinity of

the surface S1 also indicates that the thermodynamic equilibrium is not achieved

in the boundary layer. Moreover, it should be emphasized that no visible changes

are observed in the temperature ratio profiles due to variations on the L/H ratio,
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since L/H of 1 and 4 represent, respectively, the largest and the smallest values

investigated.

Proceeding in a manner analogous to the aforementioned analysis for the tempera-

ture ratio profiles, Figure 5.16 reveals that the essential features for the temperature

ratio profiles, observed along the cavity upstream surface, also take place along the

cavity downstream surface, i.e., surface S5. Temperature ratio profiles on both sur-

faces are similar at least in two major respects: (1) thermodynamic equilibrium is

not achieved in the boundary layer, and (2) no significant effects are observed in the

temperature ratio profiles due to changes on the L/H ratio.

In the results that follow, Figure 5.17 demonstrates the temperature ratio profiles

for three sections along surface S3 defined by X ′L of 0.25, 0.50, and 0.75. Again,

in this set of plots, the left-column plots correspond to T/T∞ inside the cavity and

right-column plots to the profiles outside the cavity. Also, empty and filled symbols

stand for L/H of 1 and 4, respectively. Results for L/H of 2 and 3 are intermediate

and will not be shown.

According to this set of plots, for the L/H = 1 case, it is seen that the kinetic

temperature ratio T/T∞ decreases and basically reaches a constant value on the

bottom surface, which corresponds to the wall temperature Tw (≈ 4T∞). For this

particular case, it is also seen that the flow is in thermal equilibrium, once the internal

temperatures are basically equal to the translational temperature at the bottom-

most portion of the cavity. It is important to recall that, the density increased

at the vicinity of the cavity bottom surface, as shown in Figures 5.9 and 5.10.

Consequently, the local mean free path decreased and the mean collision frequency

increased and, therefore, the flow tended to the thermal equilibrium. In contrast, for

the L/H = 4 case, thermal equilibrium is not achieved, even though the temperature

ratio decreases significantly from the top to the bottom of the cavity.

In what follows, it is important to exhibit contour maps for the translational temper-

ature ratio in the entire computational domain. In this sense, Figure 5.18 illustrates

the translational temperature ratio distribution in the entire computational domain

(left column) as well as a magnified view of the translational temperature ratio in-

side the cavities (right column). In this family of plots, dimensionless height Y and

length X are similar to those defined in the pressure ratio contours.
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According to Figure 5.18, it is observed that, at the vicinity of the sharp leading

edge of the flat plate, translational temperature is around fifty times the freestream

temperature. As explained earlier, the large amount of kinetic energy present in a

hypersonic freestream is converted by molecular collisions into high thermal energy

surrounding the body.
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FIGURE 5.15 - Kinetic temperature ratio (T/T∞) profiles for three sections along the
cavity surface S1 parameterized by the L/H ratio.
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FIGURE 5.16 - Kinetic temperature ratio (T/T∞) profiles for three sections along the
cavity surface S5 parameterized by the L/H ratio.
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FIGURE 5.17 - Kinetic temperature ratio (T/T∞) profiles for three sections along the
cavity surface S3 parameterized by the L/H ratio.
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FIGURE 5.18 - Translational temperature ratio (TT /T∞) distribution outside (left) and
inside (right) the cavities for L/H ratio of 1, 2, 3 and 4.
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5.2 Aerodynamic Surface Quantities

Aerodynamic surface quantities of particular interest in the transition flow regime

are number flux, heat transfer, pressure, and skin friction. In this sense, the purpose

of this section is to present and to discuss the behavior of these quantities, expressed

in coefficient form, due to variations on the cavity L/H ratio.

5.2.1 Number Flux

The number flux N is calculated by sampling the molecules impinging on the cavity

surface by unit time and area. Effects of the L/H ratio on the number flux are

illustrated in Figure 5.19. In this group of plots, Nf represents the number flux

N normalized by n∞U∞ , where n∞ is the freestream number density and U∞ is

the freestream velocity. The left-column plots refer to the number flux distribution

along the cavity upstream and downstream surfaces, i.e., surfaces S1 and S5, while

the right-column plots stand for the distribution on the surfaces inside the cavity,

i.e., surfaces S2, S3, and S4. In addition, X is the length x normalized by the

freestream mean free path λ∞, X ′L is the length (x − Lu − L) normalized by the

cavity length L, YH refers to the height y normalized by the cavity height H. Also,

for the comparison purpose, the number flux distribution for the flat-plate case is

illustrated in this group of plots.

Looking first to the left-column plots in Figure 5.19, it is seen that the dimensionless

number flux Nf to the surfaces basically does not depend on the L/H ratio, for the

conditions investigated. From the leading edge up to a station close to the cavity

location (X = 50), the number flux behavior for the cavities is similar to that for

the flat-plate case, i.e., a plate without a cavity. This is an expected behavior in the

sense that this region is not affected by the presence of the cavities. However, close

to the upstream cavity corner, i.e., the surface-S1/surface-S2 junction, there is a

decrease in the number flux due to the flow expansion around the upstream corner.

A magnified view of this behavior is shown in detail in the middle plot. Along the

surface S5, it is seen that the dimensionless number flux Nf behavior is similar to

that for the flat-plate case, except at the vicinity of the downstream corner, i.e., the

surface-S4/surface-S5 junction. It should be remarked that the total length of the

flat plate is equal to the largest cavity, i.e., the L/H = 4 case. It should be also

mentioned that the significant number-flux drop at the end of the curves is due to

the vacuum condition assumed to the downstream outflow boundary, side IV , in the

104



computational domain.

Turning next to the right-column plots in Figure 5.19, it is clearly noticed that the

number flux Nf to the surfaces S2, S3 and S4 depends on the cavity L/H ratio.

Along the back face, surface S2, the dimensionless number flux is low at the top of the

cavity, and increases monotonically along the surface up to the corner at the bottom

surface. Conversely, for the frontal face, surface S4, the dimensionless number flux

depends on the L/H ratio. For the L/H = 1 case, the number flux is high at the

corner of the cavity, YH = 0, and decreases to a minimum value at the bottom

surface. For the L/H > 1 cases, the number flux Nf basically starts increasing at

the corner, YH = 0, slightly decreases up to the station YH ' −0.7, and increases

again along the surface up to the corner at the bottom surface. Along the cavity

bottom surface, surface S3, the dimensionless number flux behavior also depends

on L/H ratio. It basically increases from one corner to another with increasing the

L/H ratio.

Still referring to right-column plots, it may be recognized that, in general, the dimen-

sionless number flux Nf along the frontal face, surface S4, is one order of magnitude

larger than that along the back face, surface S2. An understanding of this behavior

can be gained by considering the flow structure inside the cavities, as shown in Fig-

ure 5.5. Due to the clockwise recirculation region inside the cavities, density is low

at the vicinity of the back face. In contrast, density is high at the vicinity of the

frontal face, since the flow experiences a compression. Consequently, the number flux

behavior is different along the two surfaces.
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FIGURE 5.19 - Dimensionless number flux Nf distribution along the cavity surfaces as
a function of the L/H ratio.
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5.2.2 Heat Transfer Coefficient

The heat transfer coefficient is defined as follows,

Ch =
qw

1/2ρ∞U3
∞

(5.8)

where the heat flux qw to the cavity surface is calculated by the net energy flux of

the molecules impinging on the surface.

A flux is regarded as positive if it is directed toward the cavity surface. In this

fashion, the net heat flux qw is related to the sum of the translational, rotational

and vibrational energies of both incident and reflected molecules as defined by,

qw = qi + qr =
1

A∆t

N∑
j=1

[
1

2
mjc

2
j + eRj + eV j

]
i

+

[
1

2
mjc

2
j + eRj + eV j

]
r

(5.9)

where N is the number of molecules colliding with the cavity surface by unit time

and unit area, m is the mass of molecules, c is the velocity of the molecules, eR and

eV stand for the rotational and vibrational energies, respectively. Subscripts i and r

refer to incident and reflect molecules.

The dependence of the heat transfer coefficient Ch on the L/H ratio is demonstrated

in Figure 5.20. Again, the left-column plots refer to the heat transfer distribution

along the cavity surfaces S1 and S5, while the right-column plots stand for the

distribution on the cavity surfaces S2, S3, and S4. As a basis of comparison, the

heat transfer coefficient distribution for the flat-plate case is also illustrated in this

figure.

On examining first the left-column plots, it is noticed that no appreciable changes

are observed in the heat transfer coefficient Ch along the surface S1 due to the

L/H ratio rise. Similar to the dimensionless number flux, it is seen that the heat

transfer coefficient along the surface S1 exhibits the same behavior for the flat-plate

case, from the leading edge up to near the upstream corner of the cavities. For the
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range of L/H investigated, Ch is low at the leading edge, increases to a peak value,

Ch = 0.0285 at section X = 8.82, and then decreases downstream up to the cavity

upstream corner, i.e., surface-S1/surface-S2 junction. Particular attention is paid to

the upstream disturbance due to the presence of the cavities. It is observed that the

extension of the upstream disturbance in the heat transfer coefficient is much less

than that observed for the number flux. This behavior is elucidated in the magnified

view presented in the middle plot. Along the surface S5, it is observed that the heat

transfer coefficient Ch is larger than that for the flat-plate case, especially at the

vicinity of the downstream corner of the cavities, defined by the surface-S4/surface-

S5 junction. Nevertheless, as the flow moves downstream along the surface S5, the

heat transfer coefficient Ch basically recovers the value obtained for the flat-plate

case.

Turning next to the right-column plots, for surface S2, the heat transfer coefficient

Ch is low at the cavity corner, YH = 0, and increases to a maximum value close

to the station YH ≈ −0.4. Afterwards, Ch decreases along the surface up to the

corner at the bottom surface. Along the cavity floor, surface S3, the heat transfer

coefficient depends on the L/H ratio. Ch roughly increases from zero, at station

X ′L = 0, and reaches a maximum value around station X ′L = 0.85. In addition, the

larger the L/H ratio is the larger the maximum value attained by the heat transfer

coefficient Ch. After that, Ch drops off up to the surface-S3/surface-S4 junction.

For surface S4, the heat transfer coefficient Ch is high at the top of the cavity, and

monotonically decreases along the surface, reaching very low values at the corner.

It is also very encouraging to observe that the peak values for the heat transfer

coefficient Ch on the back face is one order of magnitude larger than that for the the

frontal face. One possible reason for that is because, at the vicinity of the back face,

the flow experiences an expansion. In contrast, at the vicinity of the frontal face, it

experiences a compression due to the flow topology inside the cavity.

Before proceeding with the analysis, it is noteworthy that the heat flux to the cavity

surfaces was defined in terms of the incident and reflected flow properties, Equa-

tion 5.9, and based upon the gas-surface interaction model of fully accommodated,

complete diffuse reemission. The diffuse model assumes that the molecules are re-

flected equally in all directions, quite independently of their incident speed and

direction. Due to the diffuse reflection model, the reflected velocity of the molecules

impinging on the cavity surfaces is obtained from a Maxwellian distribution that

108



takes into account for the temperature of the cavity surfaces. In this manner, ac-

cording to Equation 5.9, not only the number of molecules impinging on the surface

but also the wall temperature plays a important role on the reflected contribution

to the net heat flux to the cavity surfaces.

At this point it is worth taking a closer look at the heat transfer coefficient results. In

order to do that, the peak values for the heat transfer coefficient Ch, approximately

0.049, 0.056, 0.060, and 0.064 for the L/H ratio of 1, 2, 3, and 4, respectively, at the

cavity corner of surface S4, are compared to that predicted for a smooth surface, i.e.,

a flat plate without a cavity. For the flat-plate case, the maximum value for Ch is

around to 0.0285 at a station 8.82λ∞ from the leading edge of surface S1. Therefore,

the Ch peak value for the cavities is more than twice of that for a smooth surface.
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FIGURE 5.20 - Heat transfer coefficient Ch distribution along the cavity surfaces as a
function of the L/H ratio.
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5.2.3 Coefficient of Pressure

The pressure coefficient Cp is defined as follows,

Cp =
pw − p∞

1/2ρ∞U2
∞

(5.10)

where the pressure pw on the cavity surface is calculated by the sum of the normal

momentum fluxes of both incident and reflected molecules at each time step as

follows,

pw = pi + pr =
1

A∆t

N∑
j=1

[mjvj]i + [mjvj]r (5.11)

where v is the velocity component of the molecule j in the surface normal direction.

The effect on the pressure coefficient Cp due to variation in the L/H ratio is depicted

in Figure 5.21. Again, the left-column plots correspond to the pressure coefficient

distribution along the cavity surfaces S1 and S5, while the right-column plots stand

for the distribution on the cavity surfaces S2, S3, and S4. Referring to the left-

column plots, it is clearly noticed that the pressure coefficient Cp follows the same

trend as that presented for the dimensionless number flux in the sense that, along

the surface S1, the pressure coefficient presents the same behavior for the flat-plate

case. From the leading edge up to a station close to the cavity location (X = 50), the

pressure coefficient behavior for the cavities is similar to that for the flat-plate case.

Again, close to the upstream cavity corner, i.e., the surface-S1/surface-S2 junction,

a significant reduction in the pressure coefficient Cp is observed when compared to

the pressure coefficient of the flat-plate case. As mentioned earlier, the reason for

that is due to the flow expansion around the upstream corner. This behavior is

shown in detail in a magnified view, the middle plot. Along the surface S5, it is

observed that the pressure coefficient Cp behavior is similar to that for the flat-plate

case, except at the vicinity of the downstream corner, i.e., the surface-S4/surface-S5

junction.
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Turning to the right-column plots, it is seen that the pressure coefficient Cp roughly

follows a similar behavior as that presented by the number flux in that, for the back

face, surface S2, it is low at the corner, YH = 0, and increases downward along the

surface, reaching the maximum value at the bottom, station YH = −1.0. In what

follows, for the cavity floor, surface S3, the pressure coefficient Cp increases along

the entire surface, and reaches the maximum value at the vicinity of the surface-

S3/surface-S4 junction. Finally, along the frontal face, surface S4, the pressure

coefficient Cp behavior is in contrast to that observed along the surface S2 in the

sense that Cp presents the lower value at the station YH = −1.0, and increases

monotonically upward along the surface, reaching the peak value at the corner,

YH = 0. It may be inferred in passing that this is an expected behavior since the

flow within the cavity is characterized by the appearance of a recirculation region.

According to Figure 5.5, the streamline pattern shows that the flow is characterized

by a primary vortex system for L/H = 1 and 2 cases, where a clockwise recirculation

structure fills the entire cavities. Conversely, for the L/H = 3 and 4 cases, the flow

is characterized by two vortex systems at the vicinity of the surfaces S2 and S4,

with the freestream flow reaching the cavity floor, surface S3.

In the following, it proves instructive to compare the maximum values for the pres-

sure coefficient observed in the cavities with that of a smooth surface, i.e., a flat-plate

without a cavity. As a basis of comparison, for the L/H = 4 case, the pick values

for Cp is around 0.092 and 0.193 observed at the cavity floor, surface S3, and at the

cavity corner, surface S4, respectively. For the flat-plate case, the maximum value

for Cp is around to 0.0392 at a station 23.9λ∞ from the leading edge along surface

S1. Therefore, the Cp peak values for the largest cavity are around 2.3 and 4.9 times

larger than the peak value for a smooth surface.
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FIGURE 5.21 - Pressure coefficient Cp along the cavity surfaces as a function of the L/H
ratio.
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5.2.4 Skin Friction Coefficient

The skin friction coefficient Cf is defined as follows,

Cf =
τw

1/2ρ∞U2
∞

(5.12)

where the shear stress τw on the cavity surface is calculated by the sum of the

tangential momentum fluxes of both incident and reflected molecules impinging on

the surface at each time step by the following expression,

τw = τi + τr =
1

A∆t

N∑
j=1

[mjuj]i + [mjuj]r (5.13)

where u is the velocity component of the molecule j in the surface tangential direc-

tion.

It is worthwhile to note that for the special case of diffuse reflection, the gas-surface

interaction model adopted in present work, the reflected molecules have a tangential

moment equal to zero, since the molecules essentially lose, on average, their tan-

gential velocity components. In this fashion, the net tangential momentum flux is

defined as follows,

τw = τi =
1

A∆t

N∑
j=1

[mjuj]i (5.14)

The impact on the skin friction coefficient Cf due to changes on the cavity L/H ratio

is demonstrated in Figure 5.22. According to the left-column plots in this figure, it

is firmly established that the skin friction coefficient Cf follows a similar behavior

of that presented by the heat transfer coefficient Ch. Along the surface S1, it is

observed that Cf reproduces the skin friction distribution for the flat-plate case.

In addition, broadly speaking, no upstream disturbance, due to the presence of the
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cavities, is observed, as is apparent from the magnified view in the middle plot.

Along the surface S5, similar to the heat transfer coefficient, it is noticed that the

skin friction coefficient Cf is larger than that for the flat-plate case, especially at the

vicinity of the downstream corner of the cavity, defined by the surface-S4/surface-

S5 junction. Nevertheless, as the flow moves downstream along the surface, the skin

friction coefficient Cf basically recovers the value observed for the flat-plate case.

Finally, it may be inferred that the peak values for the skin friction coefficient along

surfaces S1 and S5 are larger than those observed for the pressure coefficient. As a

result, tangential forces, associated to the shear stress, are larger than normal forces,

related to the wall pressure.

Turning to right-column plots, for the back face, surface S2, it is observed that the

skin friction coefficient presents the peak value at the corner, YH = 0, then it de-

creases downward along the surface up to station YH ≈ −0.75, and becomes negative

along the remaining part of the surface. In what follows, for the cavity floor, surface

S3, the skin friction coefficient behavior relies on the L/H ratio. It is negative near

the vicinity of the surface-S2/surface-S3 junction, then becomes positive and reaches

a maximum value as a function of the L/H ratio. Due to the recirculation region

inside the cavities, along the surface S3, the skin friction coefficient distribution is

similar for the L/H = 1 and 2 cases. In addition, the distribution for the L/H = 3

case presents a similar behavior as that for the L/H = 4 case. Along the frontal

face, surface S4, the skin friction coefficient increases negatively upward along the

entire surface.
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FIGURE 5.22 - Skin friction coefficient Cf distribution along the cavity surfaces as a func-
tion of the L/H ratio.
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6 CONCLUSIONS

6.1 Concluding Remark

Through the use of the Direct Simulation Monte Carlo (DSMC) method, the flowfield

structure and the aerodynamic surface quantities on cavities have been investigated.

The calculations provided information concerning the nature of the flow on cavities

resulting from variations in the length-to-depth (L/H) ratio for the idealized situa-

tion of two-dimensional rarefied hypersonic flow. A very detailed description of the

flowfield properties, such as velocity, density, pressure, and temperature, and aero-

dynamic surface quantities, such as number flux, heat transfer, pressure and skin

friction, were presented separately outside and inside the cavities by a numerical

method that properly accounts for non-equilibrium effects. Performance results for

cavities, defined by L/H ratio of 1, 2, 3, and 4, were compared to those of a flat-plate

without cavities.

It was observed that the cavity L/H ratio did not disturbed the flowfield far up-

stream and far downstream, as compared to the freestream mean free path, and the

domain of influence along the upstream and downstream surfaces increased with

increasing the L/H ratio.

One of the main findings of this research is related to the flow topology inside the

cavities. The analysis showed that the recirculation region inside the cavities is a

function of the L/H ratio. It was found that for the L/H = 1 and 2 cases, the

flow structure was characterized by a primary vortex system, with the recirculation

region filling the entire cavities. For the L/H = 3 and 4 cases, it was observed the

formation of two vortices. However, the external stream reached the bottom surface

of the cavity only for the L/H = 4 case. As a result, the flow topology observed

for the L/H = 1 and 2 cases corresponded to that of an “open cavity”, as defined

in the continuum flow regime. Conversely, the flow topology for the L/H = 4 case

corresponded to that of a “closed cavity”, usually observed in the continuum flow

regime for L/H > 14.

Another issue that stimulated this study was the heat flux and pressure acting on

the cavity surfaces. Results showed that both depends on the L/H ratio. It was

found that the peak values for the heat transfer coefficient Ch took place on the

cavity frontal face, and they were more than twice of the maximum value observed
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for a smooth surface, i.e., a flat-plate without a cavity. A similar behavior was found

for the pressure loads. The peak value for the pressure coefficient Cp occurred at the

frontal face for the largest cavity, and it was around 4.9 times larger than the peak

value for a smooth surface.

6.2 Future Work

The present work has described an initial investigation of a hypersonic rarefied flow

over cavities in order to simulate discontinuities or defects present on hypersonic

vehicle surfaces. Although this investigation has taken into account a representative

range for the L/H ratio, a number of improvements to a realistic investigation on

surface discontinuities is still desirable.

First on the list is to incorporate a new model for the gas-surface interaction. The

diffuse reflection model employed in this research assumes that the molecules are

reflected equally in all directions, quite independently of their incident speed and

direction. Nevertheless, as a space flight vehicle is exposed to a rarefied environment

over a considerable time, a departure from the fully diffuse model is observed, result-

ing from the colliding molecules that clean the surface of the vehicle, which becomes

gradually decontaminated. Molecules reflected from clean surfaces show lobular dis-

tribution in direction. In this scenario, incomplete surface accommodation effects

might provide more insight into the sensitivity of the aerothermodynamic surface

quantities to gas-surface model.

The DSMC method has been used to assess the flowfield structure on cavities by

considering constant wall temperature. In a realistic design, temperature not only

changes along the body surface but also inside the cavities. In this context, a more

detailed analysis that includes the conjugate heat transfer problem seems to be

challenge.

Finally, the Mach number effect, the angle-of-attack effect as well as the geometrical

effect, i.e., the axisymmetric cavity, might be included in this list.
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