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#### Abstract

Artificial neural networks can be used to solve inverse problems. One relevant problem in hydrologic optics is the estimatation of the single scattering albedo from the emitted surface radiation. The multi-layer perceptron (MLP) can be applied to determine the albedo from the measured radiation. The MLP is designed with one hidden layer, where the activation employs the sigmoid function, with backpropagation for set-upping the network parameters. Using the generalized delta rule for the learning process to determine the weight connections, the neural inverse operator (ANN-1) produces good results with 20 inputs ( 10 incident beams, and 10 emitted beams) and 40 neurons in the hidden layer in two different groups of neurons (30 and 10), with two different parameters for the sigmoid function. The second scheme for training the neural estimator applies the quasi-Newton optimization. For the last strategy, the final neural inverse operator (ANN-2) has 10 inputs (emitted radiation) and 20 neurons in the hidden layer in two different groups of neurons (15 and 5). The measured data were emulated considering five levels of noise. For the generalization test, the ANN-1 and ANN-2 operators obtained $100 \%$ of correct answers for the noiseless observational data. For noisy data, the ANN-1 operator obtained $94 \%$ of correct answers, while the ANN-2 operator obtained $100 \%$ of correct answers. The main difference between these two ANNs is the training method, and the number of neurons in the input and the hidden layer.
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## 1 INTRODUCTION

Many methodologies of inversion in radiative transfer have been developed in various areas in science and engineering (McCormick, 1992), and a revision of these methods and their applications were performed by McCormick (2001), where the author relates about inverse problems that can explicitly be solved (McCormick, 2004).

A detailed review in inverse Hydrologic Optics can be found in Gordon (2002), and in other works where: Stephany (1998) estimated the bioluminescence internal source using the invariant embedding method (Mobley, 1994); Stephany et al. (2000) estimated the absorption and scattering coefficients also using the invariant embedding method; Chalhoub et al. (2000) estimated the phase function using the $S_{N}$ method (Chandrasekhar, 1950); Retamoso et al. (2002) estimated the boundary conditions using the $L T S_{N}$ method (Vilhena \& Barichello, 1991); Chalhoub \& Campos Velho (2001, 2002, 2003) estimated the phase function, the single scattering albedo, the optical depth and the internal sources, using the $A S_{N}$ method (Chalhoub, 1997); and finally Souto (2006) estimated the chlorophyll concentration using the $L T S_{N}$ method.

In the above refereced works, an implicit approach was used to attack the inverse problems, in order to search for the minimal to a functional defined as the quadratic difference sum between the observed data (or synthetic data generated by a computer) and the calculated data using adopted inverse formulations. The search for this minimal was performed by a deterministic method, except for the last work, where the minimal was obtained by the Ant Colony Optimization stochastic technique (Dorigo, 1992).

This type of approach produced good results as noted in the conclusions of the cited references, although, depending on the solved problem, the computational time consumed to find the solution was relatively large due to the extensive and overly refined mathematical formalisms of the direct problem. Furthermore, to obtain the inverse solution, the direct problem must be solved many times, making it necessary to use parallel processing in order to reduce the computational time involved, as emphasized in Souto (2006).

Regarding the consumed computational time, specially for solving problems dealing with the solution of the Radiative Transfer Equation (RTE), a new strategy has lately become dominant: the Artificial Neural Network (ANN) strategy. Due to the fact that the behavior of an ANN is based on the human brain, an ANN strategy presents many advantages over other strategies, such as learning capacity, self-organization, fault tolerance, flexibility and, the most important of all, is its capacity to produce real-time responses. A detailed information of these qualities can be found in Fausett (1994) and Haykin (1999).

In fact, the works (Bokar, 1999; Soeiro et al., 2004; Soeiro \& Silva Neto, 2006; Chalhoub et al., 2007; Oliveira, 2010; Cortivo et al., 2010) showed that the utilization of the ANN strategy in solving inverse radiative transfer problems is quite promising. In this case, the ANNs acted as inverse operators, emulating the mathematical formalisms involved in the direct/inverse problems. So, the optimization problem within the inverse problem was exchanged with the network training, which can also be considered as an optimization problem. However, in many cases, the network training can be
a slow process, getting stuck in the local minimum, or even requiring many processes in order to obtain a response within an acceptable error interval.

There exist different network topologies and one of them is the Multi-Layer Perceptron (MLP), where the common training algorithm is the backpropagation. This algorithm, which can present the difficulties mentioned above, is a supervised type and is based on the gradient of the error function. A supervised type algorithm requires the knowledge of the input pattern that is associated with the network output. In Cortivo et al. (2010), the single scattering albedo was estimated, utilizing a MLP neural network with the backpropagation algorithm error and using the generalized delta rule (Haykin, 1999) for the correction of the synaptic weights. In that work, good results were obtained regarding the calculated correct answers, which were above $90 \%$ in all considered cases, however the network presented some difficulties in recognizing some patterns (radiances) that were generated with the albedo $\bar{\square} \in[0.2,0.5]$.

Knowing of the problems associated with the training of a neural network with the backpropagation algorithm, and the difficulty to correctly classify some patterns, we used in this work a strategy that utilizes the quasi-Newton method (Dennis \& Moré 1977) as a training algorithm. Another advantages of this method is the possibility of formulating the optimization problem (training) with restrictions, i.e., the variables to be optimized are restricted to pre-established maximum and minimum values, in order to prevent the connection weights to reach undesired high values and thus avoid the neurons saturation. Moreover, the quasi-Newton method has a better convergence when compared to the backpropagation algorithm (Watrous, 1988; Setiono \& Hui, 1995).

## 2 THE PROBLEM

The Radiative Transfer Equation (RTE) is a mathematical model which describes the interaction of the radiation field in the medium that absorbs, emits and scatters it. The RTE for problems in plane-parallel geometry, with azimuthal dependence and without internal sources is given by,

$$
\begin{equation*}
\mu \frac{\partial}{\partial \tau} I(\tau, \vec{\xi})+I(\tau, \vec{\xi})=\varpi \int_{-1}^{1} \int_{0}^{2 \pi} \beta\left(\vec{\xi} ; \vec{\xi}^{\prime}\right) I\left(\tau, \vec{\xi}^{\prime}\right) d \vec{\xi}^{\prime} \tag{1}
\end{equation*}
$$

where $\tau$ is the optical variable, $\vec{\xi}=\vec{\xi}(\mu, \varphi)$ denotes a vector with a polar variation $\mu=\cos \theta,(0 \leq \theta \leq \pi)$ and azimuthal variation $0 \leq \varphi \leq 2 \pi, \beta\left(\vec{\xi} ; \vec{\xi}^{\prime}\right)$ is the phase function that represents the probability of an incident radiation beam with intensity $I(\tau, \vec{\xi})$, in the $\vec{\xi}$ direction, to be scattered in the $\vec{\xi}^{\prime}=\left(\mu^{\prime}, \varphi^{\prime}\right)$ direction, $d \vec{\xi}=d \mu^{\prime} d \varphi^{\prime}$ is the differential element, and finally $\bar{\sigma}$ is the single scattering albedo.

To complete our formulation of the problem we need to define the boundary conditions associated with the problem, which represent the flux entering and leaving the medium. These conditions are given by

$$
\begin{equation*}
I(0, \vec{\xi})=G_{+}(\vec{\xi}) \quad \text { for } \quad \mu>0 \tag{2a}
\end{equation*}
$$

and

$$
\begin{equation*}
I\left(\tau_{0}, \vec{\xi}\right)=G_{-}(\vec{\xi}) \quad \text { for } \quad \mu<0 \tag{2b}
\end{equation*}
$$

Taking $\cos \Theta=\left\langle\vec{\xi}, \vec{\xi}^{\prime}\right\rangle$, we can write the phase function as $\beta(\cos \Theta)$. According to Chandrasekhar (1950), we can write the phase function as a finite sum of the Legendre polynomial given in terms of the cosine of the scattering angle $\Theta$, thus

$$
\begin{equation*}
\beta(\cos \Theta)=\frac{1}{4 \pi} \sum_{l=0}^{L} \omega_{l} P_{l}(\cos \Theta), \quad \omega_{0}=1 \quad \text { and } \quad\left|\omega_{l}\right|<2 l+1 \text { for } 0<l \leq L \tag{3}
\end{equation*}
$$

where $\omega_{l}$ and $P_{l}$ are, respectively, the coefficient and the Legendre polynomial in the $L^{t h}$-order expansion of the phase function.

Using the Henyey-Greenstein phase function (Mobley, 1994)

$$
\begin{equation*}
\beta(g, \Theta)=\frac{1-g^{2}}{\sqrt{\left(1-2 g \cos \Theta+g^{2}\right)^{3}}} \tag{4}
\end{equation*}
$$

where $g$ is a parameter that can be adjusted to control the relative amounts of forward and backward scattering, we obtain the coefficients $\omega_{l}$ (Dall Cortivo, 2008)

$$
\begin{equation*}
\omega_{n}=(2 n+1) g^{n}, \quad \text { and } \quad P_{0}(\cos \Theta)=1 \tag{5}
\end{equation*}
$$

We can write the intensity as $I(\tau, \mu, \varphi)$ and thus, we can use the Fourier cosine decomposition (Chandrasekhar, 1950)

$$
\begin{equation*}
I(\tau, \mu, \varphi)=\frac{1}{2} \sum_{m=0}^{L}\left(2-\delta_{0, m}\right) I^{m}(\tau, \mu) \cos \left[m\left(\varphi-\varphi_{0}\right)\right] \tag{6}
\end{equation*}
$$

along with the addition theorem (Sansone, 1959) for the Legendre polynomials and express the phase function in the form (Chandrasekhar, 1950)

$$
\begin{equation*}
\beta(\cos \Theta)=\frac{1}{4 \pi} \sum_{m=0}^{L}\left(2-\delta_{0, m}\right) \sum_{l=m}^{L} \omega_{l} P_{l}^{m}\left(\mu^{\prime}\right) P_{l}^{m}(\mu) \cos \left[m\left(\varphi^{\prime}-\varphi\right)\right], \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{l}^{m}(\mu)=\left[\frac{(l-m)!}{(l+m)!}\right]^{1 / 2}\left(1-\mu^{2}\right)^{m / 2} \frac{d^{m}}{d \mu^{m}} P_{l}(\mu) \tag{8}
\end{equation*}
$$

denotes an associated Legendre function, to deduce that the original problem can be reduced to a series of $L+1$ uncoupled problems for the coefficients $\left\{I^{m}(\tau, \mu)\right\}$ in Eq. (6). Thus the uncoupled problems can be written for $m=0,1, \ldots, L$, as

$$
\begin{equation*}
\mu \frac{\partial}{\partial \tau} I^{m}(\tau, \mu)+I^{m}(\tau, \mu)=\frac{\varpi}{2} \sum_{l=m}^{L} \omega_{l} P_{l}^{m}(\mu) \int_{-1}^{1} P_{l}^{m}\left(\mu^{\prime}\right) I^{m}\left(\tau, \mu^{\prime}\right) d \mu^{\prime} \tag{9}
\end{equation*}
$$

subjected to the boundary conditions

$$
\begin{equation*}
I^{m}(0, \mu)=G_{+}^{m}(\mu) \quad \text { for } \quad \mu>0 \tag{10a}
\end{equation*}
$$

and

$$
\begin{equation*}
I^{m}\left(\tau_{0}, \mu\right)=G_{-}^{m}(\mu) \quad \text { for } \quad \mu<0 \tag{10b}
\end{equation*}
$$

and for this problem we consider only the case where $m=0$.

### 2.1 The discrete-ordinates solution

To define our discrete-ordinates version of the problem posed by Eqs. (9) and (10), we begin by introducing a quadrature of order $N$ with nodes $\left\{\mu_{j}\right\}$ and weights $\left\{\eta_{j}\right\}$ to approximate the integral in Eq. (9). We set $\mu=\mu_{j}, j=1,2, \ldots, N$, in Eq. (9) to write the discrete-ordinates equations,

$$
\begin{equation*}
\mu_{j} \frac{d}{d \tau} I\left(\tau, \mu_{j}\right)+I\left(\tau, \mu_{j}\right)=\frac{\varpi}{2} \sum_{l=0}^{L} \omega_{l} P_{l}\left(\mu_{j}\right) \sum_{i=1}^{N} \eta_{i} P_{l}\left(\mu_{i}\right) I\left(\tau, \mu_{i}\right) \tag{11}
\end{equation*}
$$

subjected to the boundary conditions

$$
\begin{equation*}
I\left(0, \mu_{j}\right)=G_{+}\left(\mu_{j}\right) \tag{12a}
\end{equation*}
$$

and

$$
\begin{equation*}
I\left(\tau_{0}, \mu_{j}\right)=G_{-}\left(\mu_{j}\right) \tag{12b}
\end{equation*}
$$

where we assume that the nodes of the quadrature scheme are ordered in such a way that the first $n(n=N / 2)$ nodes are positive and the others $N-n$ nodes are negative, noting that $\mu_{j}=-\mu_{n+j}$ and $\eta_{j}=\eta_{n+j}$, for $j=1,2, \ldots, n$.

Now we assume that $I\left(\tau, \mu_{j}\right)$ can be written as

$$
\begin{equation*}
\vec{I}_{+}(\tau)=\left[I\left(\tau, \mu_{1}\right), I\left(\tau, \mu_{2}\right), \ldots, I\left(\tau, \mu_{n}\right)\right]^{T} \tag{13a}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{I}_{-}(\tau)=\left[I\left(\tau, \mu_{n+1}\right), I\left(\tau, \mu_{n+2}\right), \ldots, I\left(\tau, \mu_{N}\right)\right]^{T} \tag{13b}
\end{equation*}
$$

where $\vec{I}_{+}(\tau)$ only contains the values associated with $\mu>0, \vec{I}_{-}(\tau)$ only contains the values associated with $\mu<0$ and $T$ denotes the transpose, we then obtain

$$
\vec{I}(\tau)=\left[\begin{array}{c}
\vec{I}_{+}(\tau)  \tag{14}\\
\vec{I}_{-}(\tau)
\end{array}\right]
$$

So we can write Eq. (11) in an matrix form

$$
\begin{equation*}
\frac{d}{d \tau} \vec{I}(\tau)=\mathbb{A} \vec{I}(\tau) \tag{15}
\end{equation*}
$$

where each entry of matrix $\mathbb{A}$ is given by

$$
\begin{equation*}
a_{i j}=-\frac{\delta_{i j}}{\mu_{j}}+\frac{\varpi}{2 \mu_{j}} \sum_{l=0}^{L} \omega_{l} P_{l}\left(\mu_{j}\right) P_{l}\left(\mu_{i}\right) \eta_{i}, \quad i, j=1,2, \ldots, N, \tag{16}
\end{equation*}
$$

with $\delta_{i j}=1$ if $i=j, \delta_{i j}=0$ if $i \neq j$, and the boundary conditions given by

$$
\begin{equation*}
\vec{I}(0)=\vec{G}_{+}\left(\mu_{j}\right), \quad \text { if } \quad 1 \leq j \leq N / 2 \tag{17a}
\end{equation*}
$$

and

$$
\begin{equation*}
\vec{I}\left(\tau_{0}\right)=\vec{G}_{-}\left(\mu_{j}\right), \quad \text { if } \quad N / 2+1 \leq j \leq N . \tag{17b}
\end{equation*}
$$

To solve the system expressed by Eq. (15) we consider some proprieties of matrix A. According to Case \& Zweifel (1967), matrix $\mathbb{A}$ has a complete set of eigenvalues and eigenvectors (under some considerations of $\varpi$ parameter), where half of these eigenvalues are positive and the other half are negative. So matrix $\mathbb{A}$ can be diagonalized as

$$
\begin{equation*}
\mathbb{A}=\mathbb{P D P}^{-1} \tag{18}
\end{equation*}
$$

where $\mathbb{P}$ is a matrix containing the eigenvectors of $\mathbb{A}, \mathbb{D}$ is a diagonal matrix containing the eigenvalues of $\mathbb{A}$, and $\mathbb{P}^{-1}$ is the inverse matrix of the eigenvectors. Now if we consider $\vec{I}(\tau)=\mathbb{P} \vec{y}(\tau)$ we can write Eq. (15) as

$$
\begin{equation*}
\frac{d}{d \tau} \vec{y}(\tau)=\mathbb{D} \vec{y}(\tau) \tag{19}
\end{equation*}
$$

whose solution is given by

$$
\begin{equation*}
\vec{y}(\tau)=e^{\mathbb{D} \tau} \vec{k} \tag{20}
\end{equation*}
$$

From $\vec{I}(\tau)=\mathbb{P} \vec{y}(\tau)$ and the solution expressed by Eq. (20) we can write the final solution for the system given by Eq. (15) as

$$
\begin{equation*}
\vec{I}(\tau)=\mathbb{P} e^{\mathbb{D} \tau} \vec{k} \tag{21}
\end{equation*}
$$

As half of the eigenvalues of matrix $\mathbb{A}$ are positive and the other half are negative, and after assorting them in decreasing order, we define the negative eigenvalues as matrix $\mathbb{D}^{-}$and the positive eigenvalues as matrix $\mathbb{D}^{+}$, thus matrix $\mathbb{D}$ can be written as

$$
\mathbb{D}=\left[\begin{array}{cc}
\mathbb{D}^{-} & 0  \tag{22}\\
0 & \mathbb{D}^{+}
\end{array}\right]
$$

And now, the matrix of the eigenvectors can be written as

$$
\mathbb{P}=\left[\begin{array}{ll}
\mathbb{P}_{11} & \mathbb{P}_{12}  \tag{23}\\
\mathbb{P}_{21} & \mathbb{P}_{22}
\end{array}\right]
$$

where $\mathbb{P}_{i j}$ is a representation for each block of the eigenvectors matrix.
Note that the solution given by Eq. (21) contains the direction $\mu>0$ and $\mu<0$. According to Duderstadt \& Martin (1975) we can separate Eq. (21) into two solutions, i.e., a solution containing only the directions associated with $\mu>0$ and the other solution the directions associated with $\mu<0$, thus we obtain, respectively,

$$
\left[\begin{array}{l}
\vec{I}_{+}(\tau)  \tag{24}\\
\vec{I}_{+}(\tau)
\end{array}\right]=\left[\begin{array}{ll}
\mathbb{P}_{11} & \mathbb{P}_{12} \\
\mathbb{P}_{21} & \mathbb{P}_{22}
\end{array}\right]\left[\begin{array}{cc}
e^{\mathbb{D}^{-} \tau} & 0 \\
0 & e^{\mathbb{D}^{+}\left(\tau-\tau_{0}\right)}
\end{array}\right]\left[\begin{array}{l}
\vec{k}_{1} \\
\vec{k}_{2}
\end{array}\right]
$$

and

$$
\left[\begin{array}{l}
\vec{I}_{-}(\tau)  \tag{25}\\
\vec{I}_{-}(\tau)
\end{array}\right]=\left[\begin{array}{ll}
\mathbb{P}_{11} & \mathbb{P}_{12} \\
\mathbb{P}_{21} & \mathbb{P}_{22}
\end{array}\right]\left[\begin{array}{cc}
e^{\mathbb{D}^{-} \tau} & 0 \\
0 & e^{\mathbb{D}^{+}\left(\tau-\tau_{0}\right)}
\end{array}\right]\left[\begin{array}{l}
\vec{k}_{1} \\
\vec{k}_{2}
\end{array}\right]
$$

To determine the values of the vectors $\vec{k}_{1}$ and $\vec{k}_{2}$ we use the boundary conditions. From Eqs. (17), as we know the radiation intensity at $\tau=0$ for $\mu>0$ and $\tau=\tau_{0}$ for $\mu<0$, therefore, we take the first line of the system expressed by Eq. (24) to obtain

$$
\begin{equation*}
\vec{I}_{+}(\tau)=\mathbb{P}_{11} e^{\mathbb{D}^{-} \tau \vec{k}_{1}+\mathbb{P}_{12} e^{\mathbb{D}^{+}\left(\tau-\tau_{0}\right)} \vec{k}_{2}} \tag{26}
\end{equation*}
$$

and take the second line of the system expressed by Eq. (25) to obtain

$$
\begin{equation*}
\vec{I}_{-}(\tau)=\mathbb{P}_{21} e^{\mathbb{D}^{-} \tau} \vec{k}_{1}+\mathbb{P}_{22} e^{\mathbb{D}^{+}\left(\tau-\tau_{0}\right)} \vec{k}_{2} \tag{27}
\end{equation*}
$$

Now, we apply to the above equations the boundary condition in Eqs. (17). To the equation associated with $\vec{I}_{+}(\tau)$ we apply Eq. (17a), and to the equation associated with $\vec{I}_{-}(\tau)$ we apply Eq. (17b), thus we obtain

$$
\left[\begin{array}{c}
\vec{I}_{+}(0)  \tag{28}\\
\vec{I}_{-}\left(\tau_{0}\right)
\end{array}\right]=\left[\begin{array}{c}
\vec{G}_{+}\left(\mu_{j}\right) \\
\vec{G}_{-}\left(\mu_{j}\right)
\end{array}\right]=\left[\begin{array}{cc}
\mathbb{P}_{11} & \mathbb{P}_{12} e^{-\mathbb{D}^{+}\left(\tau_{0}\right)} \\
\mathbb{P}_{21} e^{\mathbb{D}^{-} \tau_{0}} & \mathbb{P}_{22}
\end{array}\right]\left[\begin{array}{l}
\vec{k}_{1} \\
\vec{k}_{2}
\end{array}\right] .
$$

Once the linear system formulated by Eq. (28) is solved for $\vec{k}_{1}$ and $\vec{k}_{2}$, we have at hand all quantities necessary to evaluate Eqs. (24) and (25) for any $\tau \in\left[0, \tau_{0}\right]$.

## 3 METHODOLOGIES

We compare the results presented in this work with those shown in Cortivo et al. (2010). For practical purposes, we refer to results presented in Cortivo et al. (2010) as Methodology-1 utilizing a neural network ANN-1 and the results presented in this paper as Methodology-2 utilizing a neural network ANN-2.

### 3.1 Training and Validation Sets

The training and validation sets, which are the same for both methodologies, were obtained by the numerical solution of the problem summarized in Section 2 that determines, for the analyzed layer of water, the emitted radiation at the surface, $\tau=0$, for the selected discrete negative directions, $\mu<0$, and the emitted radiation at the bottom, $\tau=\tau_{0}$, for the selected discrete positive directions, $\mu>0$. The number of network inputs is associated with the discrete directions and the number of patterns is associated with the discrete values of the single scattering albedo $\bar{\varnothing}$, as each discrete value of $\varnothing$ generates a direct problem, and consequently generates a pattern of training/validation set. The difference between these sets is due to the type of discretization applied to the single scattering albedo, as described in the following paragraphs.

The emitted radiation (radiances) were computed by using the following parameters (see Section 2): $\bar{\varpi} \in[0.2,0.9]$, $\mu_{0}=0.5$ (an incident polar angle $\theta_{0}=60^{\circ}$ ), $\varphi_{0}=0^{\circ}, G_{+}=1, G_{-}=0$ and $N=L=150$. Although the acceptable physical values for $\bar{\varpi} \in(0,1)$, we set the interval to $\bar{\varpi} \in[0.2,0.9]$, in order to adequately represents the types of natural waters: clear ocean, coastal ocean and turbid harbor, that are utilized in hydrologic optic problems (Mobley, 1994). With $N=150$, we were able to generate, for the polar angle variable, 150 discrete directions: 75 positive directions ( $\mu>0$ ) and 75 negative directions $(\mu<0)$.

For the training and validation sets, we only selected 10 values from the 75 generated radiances with $\mu<0$, that are associated with 10 equally spaced values of $\theta \in\left(90^{\circ}, 151.2^{\circ}\right]$ to compose half of the network inputs. To the other half, we attributed 10 values of $G_{+}$, associated with $\mu>0$. Finally, to compose all the patterns for the training set we discretized the single scattering albedo with a step size of $\Delta_{\varpi}=0.01$, thus generating 71 values of

$$
\begin{equation*}
\varpi=[0.2,0.21, \ldots, 0.89,0.90] . \tag{29}
\end{equation*}
$$

So, the training set was composed of 71 patterns with 20 inputs each, and each pattern was associated with a direct problem solution. The validation set was also composed of 20 inputs, however the total number of patterns was extended to 7001, as we used a much smaller step size $\Delta_{\bar{\sigma}}=0.0001$ in the discretization process, noting that 71 of these 7001 patterns were the same used in the training set. The justification for the addition of 10 inputs associated with the directions $\mu>0\left(G_{+}\right)$, is due to the fact that each pattern of the set takes a similar form of the activation function used in the hidden layer, as we will see in the next subsection. Figure 1 presents the training set used in Methodology-1.


Figure 1: Graphical representation of the training set used in Methodology-1.

### 3.2 Methodology-1 with ANN-1

The network topology used in Methodology-1 consisted of 20 input neurons, which represented the size of the input vector, one hidden layer with 40 neurons and one output layer with only one neuron. We used in the output layer a linear function as the activation function

$$
\begin{equation*}
\phi(v)=a v \quad \text { with } \quad a=1, \tag{30}
\end{equation*}
$$

and in the hidden layer a sigmoid function

$$
\begin{equation*}
\phi(v)=\frac{1}{1+e^{-a v}}, \tag{31}
\end{equation*}
$$

where the parameter $a=3$ for the first 30 neurons (Group 1) and $a=6$ for the last 10 neurons (Group 2). Figure 2(a) shows the topology of the network used and Fig. 2(b) illustrates the two activation functions used in the hidden layer.

The justification for the use of two activation functions in the hidden layer is due to the behavior of the pattern sets. In Fig. 1, we note that the radiation curves generated with $\bar{\varpi}$ values close to 0.2 are almost equivalent to zero for almost


Figure 2: Graphical representation of the network topology and activation functions used in the hidden layer of Methodology-1.
all the range of $\mu<0$, and as $\bar{\Phi}$ values increase, these curves tend to move away from zero. Therefore, as the activation function with $a=3$ is less steeper than the one with $a=6$, the idea is to make the neurons that contain the activation function with $a=3$ specialize in recognizing the radiances generated with $\bar{\square}$ values close to 0.9 and let the other neurons specialize in others radiances generated with $\bar{\varpi}$ values close to zero.

In addition, we used the backpropagation algorithm error with the update of the synaptic weights, based on the generalized delta rule, defined by (Haykin, 1999)

$$
\begin{equation*}
w_{j i}^{(l)}(n+1)=w_{j i}^{(l)}(n)+\alpha\left[w_{j i}^{(l)}(n-1)\right]+\eta \delta_{j}^{(l)}(n) y_{i}^{(l-1)}(n), \tag{32}
\end{equation*}
$$

where $l$ represents the layer, $w_{j i}^{(l)}$ is the synaptic weight of neuron $j$ in layer $l$ that is fed from the neuron $i$ of layer $l-1$, $\delta_{j}^{(l)}$ is the local gradient of neuron $j$ in the layer $l, y_{i}^{(l-1)}(n)$ is the output signal of neuron $i$ in the previous layer $l-1$ at iteration $n, \eta$ is the learning rate and $\alpha$ is the momentum constant.

During the training experiments, we observed that the training should be performed in four stages, and each stage was composed of 100000 epochs. For the first two stages, we found out that 71 patterns were not sufficient for reaching a good network learning, so we opted for the increase of the number of patterns. We then created two more sets of identical patterns as described before and added these two set in the previous training set, therefore our new training set was composed of 213 patterns (vectors) with 20 positions (inputs) each, that were randomized and then separated into four groups, and then noise levels were added to them, as shown in Tab. 1. The addition of noise was necessary due to the fact that these data were not observed data, but synthetic data generated by a computer.

Table 1: Pattern sets for training the neural network in the first two stages

| Groups | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Patterns range | $1-34$ | $35-71$ | $72-142$ | $143-213$ |
| Noise | $0 \%$ | $10 \%$ | $5 \%$ | $2 \%$ |
| Patterns percentage | $16 \%$ | $17 \%$ | $33 \%$ | $34 \%$ |

For the last two stages of training, we used the original 71 patterns, which were also randomized and divided into four groups, and then the same noise levels were added to each set as shown in Tab. 2.

Table 2: Pattern sets for training the neural network in the last two stages

| Groups | 1 | 2 | 3 | 4 |
| :---: | :---: | :---: | :---: | :---: |
| Patterns range | $1-10$ | $11-21$ | $22-46$ | $47-71$ |
| Noise | $0 \%$ | $10 \%$ | $5 \%$ | $2 \%$ |
| Patterns percentage | $16 \%$ | $17 \%$ | $33 \%$ | $34 \%$ |

Table 3 shows the variation of the training rate $\eta$ and the momentum constant $\alpha$ for each training stage. The number of epochs, the learning rate and the momentum values were determined through various training experiments, which is the normal procedure used in the network training process.

Table 3: Values of $\alpha$ and $\eta$ used in the training in each epoch interval for all stages

| Epochs | $1-5000$ | $5001-20000$ | $20001-30000$ | $30001-35000$ | $35001-70000$ | $70001-100000$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\eta$ | 0.01 | 0.009 | 0.009 | 0.0005 | 0.0001 | 0.000005 |
| $\alpha$ | 0.1 | 0.4 | 0.08 | 0.009 | 0.001 | 0.0005 |

For the first training stage, we used a random number generator to obtain the initial weights $w$, which were divided by $10^{9}$ in order to try to insert a minimal knowledge in the neural network. The second stage consisted of a new training,
however, for the weights and biases, we used the initial values returned from the first training. Note that in this case, we started the training process from a possible local minimum and, from this point on, we tried to obtain another local minimum by changing the values of $\eta$ and $\alpha$. This technique was also adopted for the last two stages, where we considered the data that were presented in Tab. 2. Figure 3 exemplifies the four training stages process.


Figure 3: Graphical representation of the network training process with backpropagation.
We adopted this strategic training after performing many experiments, and we justify the use of four stages of training with the following arguments. At the end of each training the validation set was presented to the network five times, as follows: at first the validation set was presented without noise; in the second the set was corrupted with $2 \%$ of noise; in the third and fourth the set was presented with $5 \%$ and $10 \%$ of noise, respectively, and finally in the fifth it was presented with $7 \%$ of noise. Note that the training was composed of 213 patterns (first two stages) and 71 patterns (last two stages) and four levels of noise ( $0 \%, 2 \%, 5 \%$ e $10 \%$ ), whilst, the validation set was composed of 7001 patterns, including an additional noise level that was not present in the training. The reason for that was to try to generalize the capacity of the network to recognize patterns not present in the learning process.

Although it was a long network training, there was not a possibility for the occurrence of overfitting, as it was justified in Cortivo et al. (2010). Finally, Tab. 4 shows the correct answers (hits rate) obtained from the validation set for each noise level considered in the training process and additional noise, only present in the validation set.

Table 4: Hits rate obtained with Methodology-1.

| Noise levels | $0.00 \%$ | $2.00 \%$ | $5.00 \%$ | $10.00 \%$ | $7.00 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Hits rate | $100.00 \%$ | $94.12 \%$ | $94.60 \%$ | $95.39 \%$ | $94.93 \%$ |

### 3.3 Methodology-2 with ANN-2

In this methodology, we describe how it was formulated the optimization problem for the training technique adopted in this work. Here we use the quasi-Newton method, which is also a supervised type algorithm. We begin by assuming that each training pattern is associated with a vector $\vec{I}_{i}$, where $i$ is, in its turn, associated with a discrete value of $\bar{\square}$. By organizing all the vectors $\vec{I}_{i}$ in a matrix form $\mathbb{E}_{t}$ (training input), we have

$$
\begin{equation*}
\mathbb{E}_{t}=\left[\vec{I}_{1}, \vec{I}_{2}, \ldots, \vec{I}_{T}\right], \tag{33}
\end{equation*}
$$

where $T=71$ is the total number of training patterns. By performing the same for the validation set, where $\mathbb{E}_{v}$ (validation input) is the matrix, we have

$$
\begin{equation*}
\mathbb{E}_{v}=\left[\vec{I}_{1}, \vec{I}_{2}, \ldots, \vec{I}_{V}\right], \tag{34}
\end{equation*}
$$

where $V=7001$ is the total number of validation patterns. Note that each matrix column is a solution (emitted radiation) of a direct problem, generated by a determined $\bar{\sigma}$ value, will be used as input of the network (inverse problem).

By organizing all discretized $\bar{\varpi}$ values in a vector, in the same order of the above mentioned matrix columns, we obtain a vector $\vec{S}_{t}^{e}$ (exact output)

$$
\begin{equation*}
\vec{S}_{t}^{e}=\left[\varpi_{1}, \varpi_{2}, \ldots, \varpi_{T}\right], \tag{35}
\end{equation*}
$$

where $\varpi_{i}$ follows the discretization process given in Eq. (29). Note that $\varpi$ values were the input parameters to the direct problem, then it became the network output.

The proposed training method needs the weight $\mathbb{W}$ and the biases $\mathbb{B}$ matrices, to be written as a vector $\vec{X}$, which contains all network free variables, thus

$$
\begin{equation*}
\vec{X}=[\mathbb{W}, \mathbb{B}] . \tag{36}
\end{equation*}
$$

We associated $\vec{S}^{r}$ (network output) with the calculated output of the network. Observe that the network output depends on each training pattern, $\vec{I}_{i}$, and of the vector $\vec{X}$ that contains the weights and biases, thus by Eq. (36) we have

$$
\begin{equation*}
\vec{S}^{r}=\vec{S}^{r}\left(\vec{I}_{i}, \vec{X}\right) \tag{37}
\end{equation*}
$$

Now, we formulate the optimization problem (training) with restrictions based on the functional minimization

$$
\begin{equation*}
\mathscr{J}\left(\mathbb{E}_{t}, \vec{X}\right)=\min \sum_{i=1}^{T}\left\|\vec{S}_{t_{i}}^{e}-\vec{S}^{r}\left(\vec{I}_{i}, \vec{X}\right)\right\|_{2}^{2} \tag{38}
\end{equation*}
$$

subjected to the following restrictions

$$
\begin{align*}
-w_{\min }^{k} & \leq w^{k} \leq w_{\max }^{k}  \tag{39}\\
-b_{\min }^{l} & \leq b^{l} \leq b_{\max }^{l}
\end{align*}
$$

where $w^{*}$ e $b^{*}$ are contained in vector $\vec{X}$, and $\vec{S}_{t_{i}}^{e}$ represents each one of the inputs present in Eq. (35). To minimize the above functional, Eq. (38), we utilized subroutine E04UCF, implemented in the NAG Library (NAG, 1995). The training in this formulation was done in batch mode, i.e., all training patterns were presented to the network, then it was performed the update of the network variables: $\mathbb{W}$ e $\mathbb{B}$. The update of these variables, performed by subroutine E04UCF can be explained by the following paragraph.

During the network training, subroutine E04UCF search for a set of variables $\vec{X}^{*}$ for $\vec{X}$, Eq. (36), such that

$$
\begin{equation*}
\nabla \mathscr{J}\left(\cdot, \vec{X}^{*}\right)=\overrightarrow{0} \tag{40}
\end{equation*}
$$

where, $\vec{X}^{*}$ must satisfy the conditions given by Eq. (39). More details for solving the above equation can be found in NAG (1995) Manual.

### 3.3.1 Training and Validation

Initially, we used topology ANN-1 with the proposed method (quasi-Newton), but during the network training process we noticed that some modifications could be performed in the network topology: the reduction of the number of the network input and the number of neurons in the hidden layer, which resulted in the creation of ANN-2 topology. As the proposed method presented better results with the ANN-2 topology and for practical purposes, we will omit all results associated with ANN-1 topology.

Regarding the number of inputs of each training pattern, which are associated with the network input, we noticed that only the values associated with the emitted radiances at $\tau=0$ and with directions $\mu<0$ would be sufficient, so we modified the number of network inputs from 20 to 10 . Moreover, it was possible to change the number of neurons in the hidden layer from 40 to 20, maintaining the same proportion in each group of neurons, as in Methodology-1, i.e., in the first group which has the parameter of activation function $a=3$ we put 15 neurons, and in the second group with $a=6$ we put five neurons. See Figs. 2(a) and 2(b) for the network topology and activation functions, respectively. Observe that the activation functions used in Methodology-2 are the same used in Methodology-1, and the network topology is also the same, except for the number of neurons in the input and the hidden layers.

Figure 4 shows graphically the pattern set for the training used in Methodology-2. Another modification was that we only used one stage with 71 patterns for the network training, instead of using four stages, with 213 patterns in the first two and 71 patterns in the last two, as in Methodology-1 (Cortivo et al., 2010). For the validation set we adopted the same criteria of the training set, i.e., we excluded the directions (network input) associated with $\mu>0$ values at $\tau=0$, thus the validation set was also composed of 10 inputs, but we maintained the 7001 patterns, as before


Figure 4: Graphical representation of the training set used in Methodology-2
The neural network training is as follows: firstly, the 71 patterns were placed in random order, then separated into four groups and finally corrupted with the same noise levels shown in Tab. 2. For the computational procedure of the training we created a FORTRAN 90 routine called OBJFUN which implemented the artificial neural network and the defined functional in Eq. (38). This routine works together with other routines present in NAG library (NAG, 1995), which contains criteria to search the "optimal" solution through the quasi-Newton method.

In this method, one of the stopping criteria defined by the user is the iterations number (iterations number is equivalent to the number of epochs used in the backpropagation algorithm) as well as other criteria which are defined and controlled by the NAG library. As we do not know the ideal iterations number we adopted the following procedure. An if-condition was created in OBJFUN routine to perform the control of the Cross Validation process, i.e., to test the performance (generalization) of the network during the training with the validation set. Every time the validation set is presented to the network, all information, such as, the network variables values, the total relative error, the correct answers in each case (noise level), are stored. When a new call occurs, the validation set is presented again to the network, and the new information are compared with the old ones and, in case its necessary, the information that generated the best answers are stored by replacing the old ones. At the end of the iterations number (epochs) defined by the user, or NAG criteria, the information that presented the best generalization are recovered. Each time the training is paused by the if-condition, we presented to the network the 7001 patterns of the corrupted set with the same noise levels of the training, in addition to the noise level of $7 \%$, referenced before.

## 4 RESULTS

For the sake of clarity, we initially explain some important points:

- We only discuss two methodologies: Methodology-1 (Cortivo et al., 2010) and Methodology-2 (this work), and the difference between them is the learning process;
- Two networks, the ANN-1 and the ANN-2, associated with Methodology-1 and Methodology-2, respectively, were trained;
- The ANN-1 was trained with the backpropagation algorithm error, and the ANN-2 was trained with the quasiNewton method;
- Each one of these networks was capable of solving 7001 problems in hydrologic optics, that were corrupted with five levels of noise.

In this section we present the obtained results with the proposed training methodology (Methodology-2), and the results previously obtained using Methodology-1 (Cortivo et al., 2010). Here, we present the single scattering albedo estimation and the relative error graphics.

In the counting process, we only considered correct answers when $\bar{\sigma}-R \cdot \bar{\Phi} \leq \bar{\omega}^{r} \leq \bar{\omega}+R \cdot \bar{\omega}$, where $\bar{\Phi}^{r}$ is the estimated albedo by the network and $R$ is the percentage of noise level. For the case of $0 \%$ of noise, we considered a tolerance of $\varepsilon= \pm 0.005$ for the exact value. Table 5 shows the correct answers (hits) given by ANN-2 applied to the validation set for each considered noise level. As can be noted, there was a $100 \%$ of correct answers in all cases, which differs from Methodology-1 where it was obtained $100 \%$ of correct answer only for noiseless input data.

Table 5: Hits obtained with Methodology-2.

| Noise levels | $0.00 \%$ | $2.00 \%$ | $5.00 \%$ | $10.00 \%$ | $7.00 \%$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Hits | $100.00 \%$ | $100.00 \%$ | $100.00 \%$ | $100.00 \%$ | $100.00 \%$ |

Figures $5,7,9,11$ and 13 show the single scattering albedo $\varpi$ estimated by the networks. The red and the black lines represent the exact and the estimated values of $\bar{\infty}$, respectively. The blue lines (dash and dot) represent

$$
\begin{equation*}
\pm \mathrm{Exa}=\bar{\varpi} \pm R \cdot \bar{\omega}, \tag{41}
\end{equation*}
$$

where Exa is the blue line (+Exa above the red line and -Exa below the red line). For the data with $0 \%$ of noise, we adopted

$$
\begin{equation*}
\pm \mathrm{Exa}=\varpi \pm 0.005 \tag{42}
\end{equation*}
$$

For a better visualization of the results, each figure was divided into two graphs.
Figures 6, 8, 10, 12 and 14 show the relative error obtained by the networks

$$
\begin{equation*}
\varepsilon=\frac{\bar{\omega}^{r}-\bar{\varpi}}{\bar{\omega}} \times 100 . \tag{43}
\end{equation*}
$$

The blue lines (dash and dot) represent the boundary lines $( \pm R)$ for the noise levels, and in Fig. 6 we considered an interval of $\pm 1 \%$, as the input data were not corrupted with noise.

Figure 5 shows the albedos recovered when presented to the network the noiseless training set. Note that the black lines (estimated albedos) are within the defined interval by the blue lines in both methodologies, which is due to the fact that both networks have presented a $100 \%$ of correct answers.

However, in comparing Tabs. 4 and 5, which show the correct answers of each network, we expected that, in the figures related to Methodology-1, the $\bar{\square}$ values would not be completely contained within the defined area by the blue lines, which is contrary to what was expected from Methodology-2.


Figure 5: Comparisons between the results obtained by the neural networks for noiseless input data


Figure 6: Relative error obtained by the neural networks for noiseless input data

Figure 6 presents the relative errors of each estimation that are shown in Fig. 5. We can also observe from Fig. 6, that the relative error is less than $1 \%$, which is acceptable because the input data were not corrupted with noise. We also observe that the oscillation of the error curve in Fig. 6(a) is greater than the one shown in Fig. 6(b).


Figure 7: Comparisons between the results obtained by the neural networks for input data with $2 \%$ of noise

As we will see below, this oscillation present in the first examples (problems 1-3000), which is equivalent to $\bar{\omega} \in[0.2,0.5]$, will also be present in the other analyzed cases. This is due to the fact that the radiation curves are very close to each other for distinct albedo values, which presents a difficulty for a correct classification by the network. Note that, although the second training methodology is more robust, these oscillation will still remain in the results, yet in a controlled form, i.e., the oscillations are contained within the interval of a pre-defined tolerance error, in all considered cases even with data corrupted with $7 \%$ of noise.

Below, we present the other figures with the estimated albedo and the respective relative errors. The figures on the left side represent the results obtained by ANN-1 and those on the right side by ANN-2. From these figures, we clearly note that the results obtained from Methodology-2 are much better than those obtained from Methodology-1.


Figure 8: Relative error obtained by the neural networks for input data with $2 \%$ of noise


Figure 9: Comparisons between the results obtained by the neural networks for input data with $5 \%$ of noise


Figure 10: Relative error obtained by the neural networks for input data with $5 \%$ of noise
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Figure 11: Comparisons between the results obtained by the neural networks for input data with $10 \%$ of noise


Figure 12: Relative error obtained by the neural networks for input data with $10 \%$ of noise


Figure 13: Comparisons between the results obtained by the neural networks for input data with $7 \%$ of noise


Figure 14: Relative error obtained by the neural networks for input data with $7 \%$ of noise
We present now an analysis regarding the computational time involved in the networks training. An important fact is that in the training with backpropagation we used four stages with $10^{5}$ epochs each, and the training was the online type, i.e., each time the pattern is presented to the network, an update is done on the variables of the network. For the first two stages, with 213 patterns and $10^{5}$ epochs in each training, the processing CPU time was 462 s , and for the last two stages, with 71 patterns and $10^{5}$ epochs in each training, the processing CPU time was 144 s . Thus the total CPU time spent in the training with backpropagation was 606 s , in comparison to the CPU time of 10 s involved in the training with quasi-Newton method. The processing was performed in a notebook Dell Vostro 1520 with Intel ${ }^{\circledR}{ }^{\circledR}$ processor, Core ${ }^{\mathrm{TM}} 2$ Duo P8600 2.40GHz L2 3Mb, 4Gb of RAM memory, OS GNU/Linux 64 bits (Ubuntu 11.04), Intel ${ }^{\circledR}$ Fortran Composer XE compiler (Build option $=-\mathrm{O} 3$ ).

In Fig. 15 we show the learning curve for the network ANN-1 and ANN-2, in log-log scale. We note that, while the quasi-Newton error curve shows a slow response in the beginning of the training then it converges quickly to a global/local minimum, the Backpropagation error curve takes a longer time in the first two stages, then it afterwards converges after the last two stages.


Figure 15: Learning curve of the network ANN-1 and ANN-2.

## 5 CONCLUSIONS

We compare the two adopted techniques, Methodology-1 and Methodology-2, regarding the following qualities:

- Robustness

1. In the comparison between these two techniques, we clearly observe the robustness of the quasi-Newton method, when used to solve these type of problems.
2. Methodology-2 considered the network training as an optimization problem with restrictions in the weights and biases, thus avoided the saturation of neurons. This advantage did not exist in Methodology-1.

- Efficiency

1. The training with Methodology-2 was faster, simple and more efficient when compared with the training adopted by Methodology-1.
2. Only with Methodology-2, we were able to reduce the number of inputs, by eliminating the inputs of the training vectors associated with the positive directions, $\mu>0$ at $\tau=0$, and also to reduce by $50 \%$ the number of neurons in the hidden layer.

- Precision

1. In all problems solved, the network trained with the quasi-Newton method obtained better results when comparing with the backpropagation method. Also observe that the recovered albedos, above 0.5 values, presented a little oscillation around the exact values when using the proposed techniques (Methodology-2), in contrast to the large oscillation present in the results obtained by Methodology-1.
2. Methodology- 2 presented, in all noise levels, a $100 \%$ correct answers (hits) and a relative error smaller than the noise level that corrupted the input data. This precision in the results was not present with Methodology-1.
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