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ABSTRACT

The influence of ocean gravity waves on the wind and temperature above the surface is investigated using

a one-dimensional boundary layer model. The effect of the wave-induced stress is evaluated using three

parameterizations: wave age (WaAg), wave steepness (WaSt), and wind action on the wave spectrum (WiAc).

It is found that while the WaAg is more effective in reducing the wind for young waves, in the WaSt approach

the maximum reduction is for old waves. On the other hand, the WiAc is very sensitive to the energy present in

high frequencies corresponding to periods less than 2 s, which are found in both young and mature spectra.

Since observations show that most of the wave stress is due to the small-period wave energy, in this aspect the

WaSt parameterization is not recommended; WaAg is not as accurate; and thus WiAc is the best among the

three, although its computational cost is the highest.

The droplet load contribution to the total surface stress can be neglected for the droplet spectrum produced

by 10-m wind speeds up to 15 m s21, but its importance increases with the speed and its magnitude becomes

about 1/5 of the total stress for wind speed ;30 m s21.

Concerning the latent and sensible heat fluxes accompanying the production of spume droplets by waves,

a feasible microphysical formulation for operational use in weather forecasting models is proposed. The

droplet spectrum is assumed to be a product of two functions, one depending on the windsea Reynolds

number and the other on the droplet radius spectrum. The bulk effect of the latter is analytically evaluated

and stored in a table as a function of air temperature Ta, relative humidity R%, and significant wave height Hs.

In numerical experiments with initial sea surface temperature 5 K higher than the air surface, latent and

sensible heat contributions to the air temperature are computed as a function of the wave spectra. The launched

droplet spectrum (which increases the air temperature due to sensible heat) and the relative humidity (which

controls the cooling due to the droplet evaporation) define the heat budget and the air temperature evolution.

Although in these experiments the sea temperature is much higher than the air temperature, the results show

a noticeable dominance of the evaporative cooling in the lower atmosphere mainly for smaller significant

wave height. Some air warming is noticeable only from a threshold around Hs $ 5 m.

1. Introduction

In recent years the inclusion of sea surface wave-

induced stress and sea spray droplets has been recog-

nized as a crucial requirement to quantify accurately the

exchange of heat, momentum, and moisture between the

air and the ocean, mainly in studies of severe meteoro-

logical events. However, the full microphysics of droplet

evolution demands a great deal of computer time in nu-

merical simulations. To overcome this difficulty and avoid

the need for a detailed description, Fairall et al. (1994)

and Andreas (2005) introduced approximate formulas.

Although the Andreas approach deals explicitly with

the droplets, Fairall et al. simplify this treatment but

overestimate the latent heat released. One objective of

the present research is to propose a bulk formulation of

microphysical mechanisms due to the sea spray based on

Andreas’s simplifications. The majority of the procedures

adopted were developed by Andreas and collaborators

but are repeated here for completeness and to empha-

size the approximations proposed.

During wave breaking, air is entrained into the water,

producing bubbles that burst upon emerging at the sea

surface, ejecting droplets into the air. They can be clas-

sified into film and jet droplets, the first produced when

the bubble bursts and the second by water jetting out of
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the bubble cavity after the burst. A third type, named

spume, is produced by wind tearing of the wave crests. The

radii of the droplet classes range from 0.1 to 50 mm, 1 to

100 mm, and 20 to 500 mm, respectively (Andreas 2002).

Zhao et al. (2006) described the various conflicting

conclusions about the importance of sea spray droplets

in the several air–sea exchange processes. For example,

while Wu (1998) concluded that less than 3% of the sea

evaporation comes from droplets, Andreas (2004) argued

that the surface stress due to the spray with the 10-m

height wind speed U10 equal to 30 m s21 is about 10%

of the total, but, when the wind is nearly 60 m s21, all of

the stress is due to spray. Zhao et al. attributed much of

the variability in these estimates to the disparate nature

of the published sea spray generation functions (SSGF).

Andreas (2002) reported a range of six orders of mag-

nitude in 13 SSGF described in the published research.

Certainly, such great discrepancies are due to the diffi-

culty of obtaining measurements. Although the quantity

of smaller droplets generated by the film and jet is greater,

spume droplets with radius between 30 and 500 mm are

the most relevant for air–sea interactions and deserve

special attention.

After a spume droplet has been introduced into the

atmosphere, its trajectory will be determined by its ini-

tial velocity, atmospheric turbulence, and gravitational

force until it falls back to the sea. During the airborne

phase the droplet (i) extracts momentum if the sea and

air speeds are different, (ii) transfers sensible heat if the

sea and air temperatures are different, and (iii) transfers

latent and sensible heat if the droplet evaporation layer

(DEL) is not saturated.

During the latent heat transfer, the droplet radius is

reduced from the initial ri to an equilibrium radius req.

However, in general, for large spume droplets, their res-

idence time within the evaporation layer is short and

their radius is only reduced to rf . req. Therefore, the

residence time in the atmosphere of each element of the

launched droplet collection must be known, and this

value depends on the droplet terminal velocity and the

height at which it is launched into the atmosphere.

Andreas and Emanuel (2001) observe that the effect of

reentrance of droplets into the sea without evaporating

has a significant role in the budget of enthalpy necessary

to sustain tropical cyclones.

Regarding the wave-induced and droplet load stresses,

both are considered in atmospheric models to account

for the momentum and temperature profiles. The wave

motion affects the roughness length, and the droplets

during their residence time represent an extra load to the

air, so the surface stress is modified.

The inclusion of so many details in sea–air parame-

terizations can consume a great deal of computer time in

numerical simulations. We have two main objectives in

this research: (i) to present feasible approximations for

a bulk parameterization of spume droplets to be imple-

mented in a coupled system composed of wave and at-

mospheric numerical models and (ii) to study the impact

of the wave motion and the spume droplets on the near-

surface maritime wind and temperature. Unlike other

studies, where the effects of latent and sensible heat

sources due to the droplets on the intensification of a

tropical cyclone are investigated, here we focus on the

impact of a wave field on the atmospheric profiles of

momentum and temperature initially in steady state. The

experiments consist of imposing a wave field independent

of local wind, covering a large domain of peak frequen-

cies from young to old waves. The effect of several ap-

proaches depending on the wave stages is discussed and

not only with a fully developed wave spectrum deter-

mined by the local wind as adopted in some studies (e.g.,

Fairall et al. 1994).

Section 2 describes the one-dimensional atmospheric

model employed to simulate the atmospheric profile

evolution. Section 3 presents the spray parameteriza-

tion. Three wave-effect parameterizations commonly

adopted in numerical models are presented in section

4: wave age (WaAg), wave steepness (WaSt), and input

of energy into the wave spectrum [wind action

(WiAc)]. Section 5 discusses the numerical simulations

and the impact of these wave stress parameterizations

and the spume droplets on the near-surface wind and

temperature. Finally, section 6 summarizes the main

findings.

2. The one-dimensional atmospheric model

Since the main focus of this research is on the evolu-

tion of marine profiles under the effects of surface waves

and sea spray produced by breaking waves, we are pro-

posing a boundary layer atmospheric model with a sim-

ple dynamic formulation. Two methods are frequently

employed in numerical models to introduce the effect of

the waves on the atmosphere: the roughness length and

the wave-induced stress. In the first, the roughness de-

pends on wave parameters while, in the second, the sur-

face stress is separated into wind, wave-induced, and

water load stress; in this case, the wave-induced stress is

obtained from the wave spectrum.

a. Governing equations

The numerical model is composed of prognostic equa-

tions for the horizontal momentum u, potential temper-

ature u, and water vapor mixing ratio q. If X represents

a generic prognostic variable, its time derivative is
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›X

›t
5

›t

›z
1 R

X
, (2.1)

where RX represents all terms except the vertical de-

rivative of the turbulent vertical flux t, t is the time, and

z is the vertical axis. Equation (2.1) can be discretized

for a level i,

›X
i

›t
5

t
i11/2
� t

i�1/2

Dz
i

1 R
X

i
i 5 2, 3, . . . , NZ� 1.

(2.2)

The levels i 5 1 and i 5 NZ refer to the surface and top,

respectively. For i $ 2, ti11/2 is the vertical turbulent flux

of X, parameterized using K theory,

t
i11/2

5 X9w9
i11/2

5 K
i11/2

X
i11
� X

i

Dz
i11/2

. (2.3)

The parameterization of t111/2, the surface flux (surface

stress for momentum), is to be given special treatment,

as presented in the next subsection.

To prevent numerical instability, an implicit temporal

discretization is adopted for the turbulent flux terms.

The details are omitted here, but with this approach the

discretized system of (NZ 2 2) equations is solved by

triangularizing a matrix, with boundary conditions pro-

vided at i 5 1 and i 5 NZ. Nevertheless, it must be

emphasized that the implicit discretization ensures nu-

merical stability, but not accuracy, which can be effec-

tively achieved with smaller time steps.

b. The surface fluxes

The surface interactions are computed according to

the similarity theory of Monin and Obukhov (1954). This

theory postulates the existence of universal functions

within the surface layer for the nondimensional vertical

gradients of wind, temperature, and water vapor. They

are given by

kz

u*

›u

›z
5 f

M

z

L

� �
,

kz

u*

›u

›z
5 f

H

z

L

� �
, and

kz

q*

›q

›z
5 f

Q

z

L

� �
,

(2.4)

where L is the Monin–Obukhov length, k 5 0.35 is the

von Kármán constant, u* is the friction velocity, and u*
and q* are temperature and vapor flux scales. These

parameters are defined from the surface fluxes of mo-

mentum, heat, and water vapor by

F
M

5 ru2
*,

F
H

5�c
p
ru*u*, and

F
Q

5�ru*q*,

(2.5)

where cp 5 1004 J K21 kg21 is the specific heat of air at

constant pressure and r is the density of air. Equation

(2.4) integrated over z for the generic variable X results

in

X(z) 5 X(z
0
) 1

x*
k

ln
z

z
0X

� c
X

z

L

� �� �
, (2.6)

where

c
X

z

L

� �
5

ðz/L

z0X
/L

1� f
X

z9/L
d

z9

L

� �

and the roughness length z0 for momentum is the height

z where u 5 0. Here cX is used in the form presented

by Pielke (2002), based on the empirical formulation of

Businger et al. (1971). Andreas (2009) emphasized that

some care is necessary in choosing k because it must be

compatible with the empirical coefficients of the uni-

versal profile functions of similarity theory, which are

adjusted to data from field experiments. In our case, we

adopted the functions given by Businger et al. where

k 5 0.35.

The scalar roughness lengths z0q and z0u are given by

Zeng et al. (1998) as

z
0q

5 z
0u

5 exp(2.57� 2.67R0.25
ro ),

with the roughness Reynolds number Rro 5 u*z0/n, where

n is the kinematic viscosity of air. These formulations are

based on the well-known Liu–Katsaros–Businger (LKB)

renewal model proposed by Liu et al. (1979).

The numerical solution consists of finding x* (actually

u*, u*, and q*) using Eq. (2.6), which accommodates X

(whose values are already known at two levels) and z0

(modified by the wave activity and spume droplet load).

Afterward, the surface fluxes are calculated with Eq. (2.5)

and used in Eq. (2.2) written for the level i 5 2 to

compute the prognostic variable. As L and many for-

mulations for z0 depend on u* (as will be presented),

the computation of x* involves iterative procedures, and

simplifications for fM, fH, and fQ are required. The

detailed numerical procedure is omitted here, but it is

similar to the approaches described by Pielke (2002) and

Krishnamurti et al. (1983).
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c. The wave-induced stress and droplet load

The inclusion of wave-induced stress and droplet load

in our model is based on the approach suggested by

Janssen (1991). It is assumed that near the surface the

total stress, independent of z, defines the friction ve-

locity u* by

t
tot

5 t
turb

1 t
wave

1 t
spray

5 const 5 ru2
*, (2.7)

where tturb, twave, and tspray are the stresses due to the

turbulent atmospheric motion, the organized air motion

induced by surface waves, and the spray load. The vis-

cous stress is implicitly incorporated by assuming the

validity of Eq. (2.7) for z above the viscous roughness

length z0, where u(z0) 5 0. Janssen (1991) assumes tturb }

j›u/›zj; so as to be consistent with the formulation for

the boundary layer employed here, we assume that, in the

presence of these stresses, the velocity profile given by

Eq. (2.6) is modified to

u(z) 5
u*
k

ln
z 1 z

1

z
0

1 z
1

� �
� c

M

� �
, (2.8)

where z1 is the contribution from the wave and spray

stresses to the effective roughness length (z0 1 z1).

Unlike in the profile defined by Eq. (2.6), tturb depends

on z and is not equal to ru*
2. The wave-induced and spray

load stresses also depend on z, but they can be neglected

for z $ 10 m (Makin et al. 1995). The profile assumed

does not alter the roughness length where u(z) 5 0, and

for �z1 it is nearly that given by (2.6). A relation for

tturb can be obtained differencing (2.8) with respect to z,

k(z 1 z
1
)

u*

›u

›z
5 f

M
,

from which it follows that, after defining u*turb [

(kz›u/›z)/fM,

t
turb

(z) [ r
kz›u/›z

f
M

� �2

5 r
z

z 1 z
1

� �2 k(z 1 z
1
)›u/›z

f
M

� �2

5 t
tot

z

z 1 z
1

� �2

. (2:9)

These relations show that, provided z1 $ 0, its role is to

reduce ›u/›z and tturb(z) # ttot. Using (2.9) in Eq. (2.7),

we have

1 5
t

turb

t
tot

1
t

wave
1 t

spray

t
tot

5
z

z
0

1 z
1

� �2

1
t

wave
1 t

spray

t
tot

,

which, after replacing z by z0, yields

z
1

5 z
0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

1� (t
wave

1 t
spray

)/t
tot

s
� 1

" #
. (2.10)

Then, in this approach z0 is due to viscosity evolving

with the turbulent stress at the surface, whereas z1 evolves

with the wave and spray stress. Defining the turbulent

friction velocity by u*turb 5 (tturb/r)0.5, the numerical

procedure is

(i) as a first guess, assume z0 5 0.0001 m, z1 5 0 and

cM 5 0 in (2.8) to compute u* using u at the first

level above the surface (i 5 2);

(ii) from the wave and spray parameterizations, com-

pute twave and tspray;

(iii) from (2.10), compute z1;

(iv) using u at i 5 2 and cM, compute u* with (2.8);

(v) from (2.9), compute tturb and u*turb at z0;

(vi) from the surface flux parameterization adopted,

use u*turb to compute z0; and

(vii) check the convergence by comparing two consec-

utive computations of u*turb: if necessary, return to

the third step.

Section 3 presents the spray parameterization, and section 4

the wave and surface flux turbulent parameterizations.

d. Latent and sensible heat

This section presents the procedure for computing the

mass of water Fejec ejected into the atmosphere, the mass

Fback that falls back into the sea [the reentrant mass, as

defined by Andreas and Emanuel (2001)], and the po-

tential net mass Fmax
spray 5 Fejec � Fback that can be evap-

orated. Here we show how these quantities, given per

unit of sea surface area at each second, are incorporated

into the prognostic equations used by the numerical

model proposed.

The exchanges of heat and moisture will be assumed

to take place between the surface and the first level

above, in our model defined as 10 m. These effects are

incorporated in two phases: first, an equilibrium tem-

perature owing to sensible heat is found and, second, the

temperature and mixing ratio are modified owing to

the spray evaporation. This approach is overestimating

the effect of sensible heat because all ejected mass is as-

sumed to exchange sensible heat with the atmosphere

before falling back to the sea; however, this assumption

is reasonable because the sensible heat contribution is

small, much smaller than the latent heat, as will be shown

in the numerical simulations.

Since during one time step Dt the total water mass

ejected in an area A is given by
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M
ejec

5 F
ejec

ADt, (2.11)

an air column with thickness Dz and initial temperature Ti

receiving part of this amount P 3 Mejec with temperature

Tspray must come to a final temperature Tf, satisfying

(T
f
� T

i
)c

p
rADz 5 (T

spray
� T

f
)c

pwater
ADtPF

ejec

or

T
f
5

T
i
c

p
Dzr 1 PF

ejec
T

spray
c

pwater
Dt

c
p
Dzr 1 PF

ejec
c

pwater
Dt

, (2.12)

where 0 # P # 1 and cpwater
5 4184 J K�1 kg�1 is the

specific heat of water at constant pressure. Determining

the vertical distribution of temperature between the sur-

face and the first level above is a difficult matter. Al-

though Fairall et al. (1994) assumes a standard vertical

gradient of temperature, we have adopted a different

approach; because the layer affected by the spray is

defined by only two levels, z 5 0 and z 5 10 m, we divide

it into two sublayers of equal thickness Dz 5 5 m, dis-

tributing PMejec into the sublayer near the surface and

(1 2 P)Mejec into the other; P is expected to be Hs de-

pendent so that the influence of the ejected spray on

the sublayer adjacent to the surface increases with Hs

decreasing.

As a qualitative attempt, we define a partition of P for

the lower sublayer as

P(H
s
) 5

1 for H
s

# 1 m

9�H
s

8
for 1 , H

s
, 5 m

0.5 for H
s

$ 5 m,

8>><
>>:

(2.13)

where it can be seen that for Hs # 1 m no increment of

temperature is applied to the level z 5 10 m and for

Hs $ 5 m the same increment is applied to both levels.

Concerning the spray evaporated, it cannot be greater

than the maximum available nor can it yield a supersat-

urated layer. If there is no efficient physical mechanism

to remove vapor, the evaporation will continue while the

waves are breaking and the atmosphere is not saturated.

Although the computation of mass evaporated takes

account of the atmospheric relative humidity, approx-

imations in the numerical procedures can result in a

supersaturated layer. To prevent this problem, the su-

persaturation is removed after submitting the saturated

layer to a pseudoadiabatic process as described below.

A similar procedure was adopted by Innocentini and

Neto (1992).

As the curvature effect on the saturation pressure is

nearly null for radius greater than 10 mm (Pruppacher

and Klett 1978, Fig. 6.2), the saturation mixing ratio over

a plane water surface based on the Teten formula (Soong

and Ogura 1973) is evoked,

q
sat

(T, p) 5
3.8

p
exp

a ln10 3 (T � 273)

T � 36

� �
,

where a 5 7.5 and the pressure p is in millibars. For a

small temperature increment DT, the expansion of qsat

in a Taylor series, retaining only the first-order term, re-

sults in

q
sat

(T 1 DT) 5 q
sat

(T) 1 DT
›q

sat

›T

				
T

(2.14)

with

›q
sat

›T

				
T

5 q
sat

(T)
a ln10 3 237

(T � 36)2

" #
.

On the other hand, a parcel initially with mixing ratio

q and temperature T, which is saturated by a pseudo-

adiabatic process that changes its temperature to (T 1

DT), must satisfy the equation

[q
sat

(T 1 DT)� q(T)]L
water

5�c
pwater

DT, (2.15)

where Lwater 5 2.5 3 106 J kg21 is the latent heat of water

vaporization. This equation combined with Eq. (2.14)

yields

q
sat

(T 1 DT) 5 q(T) 1
q

sat
(T)� q(T)

1 1 C
,

where

C [
a ln10 3 237q

sat
(T)L

water

c
pwater

(T � 36)2
.

The amount of vapor necessary to saturate a column

with volume ADz is

Emax
spray 5 [q

sat
(T 1 DT)� q(T)]rADz,

which is the maximum water allowed to be evaporated

into the column. Then, the total mass evaporated into a

column is the smaller of Emax
spray or the net mass (ejected

minus returned) by the breaking waves. Following the

same approach employed in the partition of sensible

heat, in one time step Dt the mass evaporated into each

sublayer is given by

M
evap

5 min[d 3 (M
ejec
�M

back
), Dt 3 Emax

spray],

where d is P for the near-surface sublayer and (1 2 P) for

the upper layer; Emax
spray refers to the appropriate sublayer.

JUNE 2010 I N N O C E N T I N I A N D G O N CxA L V E S 1377



Then the mixing ratio and temperature at each level is

given by

q
f
(z) 5

M
evap

rADz
1 q

i
(z);

T
f
(z) 5 [q

f
(z)� q

i
(z)]

L
water

c
pwater

1 T
i
(z), (2.16)

with A 5 1 m2 and Dz 5 5 m.

3. Approximate formulas for spume droplets

The objective of this research is also to develop a nu-

merical parameterization for the air–sea exchange pro-

cesses to be implemented in operational models. For

this, it seems better to avoid computing the evolution of

each droplet at each time step. This section presents an

efficient approach in which the collective role of spume

droplets is stored as a function of air temperature, rel-

ative humidity, and significant wave height; the effective

latent and sensible heat contribution is given by re-

covering this value and multiplying it by the windsea

Reynolds number.

a. The spume droplet spectrum

If F(r) represents the number flux of droplets with

radius r ejected into the atmosphere, the SSGF is de-

fined by dF/dr and the integral

ðr
H

r
L

dF

dr
dr (3.1)

yields the number flux of droplets with radius between

rL and rH, corresponding to the mass flux

F
spray

5
4p

3
r

spray

ðr
H

r
L

r3 dF

dr
dr. (3.2)

Toba et al. (2006) assume SSGF as a product of two

functions, f1 depending on the wind speed and wind

waves and f2 modeling the shape of the droplet spectrum:

dF

dr
5 f

1
(U

10
, s

p
) f

2
(r),

U10 being the wind speed at the 10-m height and sp the

peak angular frequency of the windsea wave spectrum.

The function f1(U10, sp) has been simplified by many

authors to f1(U10) (e.g., Wu 1973; Ling et al. 1980). How-

ever, Toba et al. pointed out that the windsea Reynolds

number RB, defined by

R
B

5
u2
*

s
p

n
,

is the most appropriate controlling parameter for air–

sea interaction and droplet production; n 5 1.326 3

1025 m2 s21 is the kinematic viscosity of air.

Zhao et al. (2006) assumed RB . 103 as the threshold

for spume production and expressed f1 in the form

f
1
(R

B
) 5 aRb

B

with a 5 8.39 3 1023 and b 5 1.50 fitting better the data

provided by several observational campaigns covering

droplet radius and wind U10 ranging up to 873 mm and

41.3 m s21.

The spectral shape proposed by Monahan et al. (1986)

has been accepted by many researchers (e.g., Andreas

1998; Wu 1998). From it, the SSGF assumes the relation

dF

dr
5 f

1
(R

B
) f

2
(r) 5 R1.5

B 3

a
1
r�1 30 , r , 75 mm

a
2
r�3 75 , r , 200 mm

a
3
r�8 200 , r , 500 mm,

8><
>:

(3.3)

expressed in m22 s21 mm21, where

a
1

5 7.84 3 10�3,

a
2

5 4.41 3 10,

and

a
3

5 1.41 3 1013 .

Therefore, Eq. (3.2) can be analytically integrated with

dF/dr above, so the numerical evaluation of Fspray

depends only on the wave spectrum and wind stress

(represented by sp and u*, respectively); the result for

the integral in this equation, from rL 5 30 mm to rH 5

500 mm, is 8.691 3 10�15R1.5
B m s�1.

b. Spray stress

Andreas (2004) assumed that the droplets reach the

airspeed in less than 1 s, meaning that all launched drop-

lets extract momentum and slow the wind before return-

ing to the sea. The stress induced is

t
spray

5
4p

3
r

spray

ðr
H

r
L

u
spray

(r)r3 dF

dr
dr (3.4)

with the droplet horizontal velocity uspray computed at

the effective height zspray where the spume droplet of ra-

dius r is produced. The radii rL 5 30 mm and rH 5 500 mm

are the limits assumed for spume size spectrum. Andreas

(1992) and Iida et al. (1992) suggested adopting a zspray

representative for all droplets, as the fraction of the sig-

nificant wave height; we are using Iida et al.’s value
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z
spray

5 0.63H
s
.

The value of Hs is computed from the wave spectrum

and uspray is estimated from the logarithmic profile

u
spray

5
u*
k

ln
z

spray

z
0

� �
, (3.5)

with the roughness length z0 and the friction velocity u*
given by the atmospheric boundary layer model. There-

fore, Eq. (3.4) can be written as

t
spray

5
4p

3
r

spray
u

spray

ðr
H

r
L

r3 dF

dr
dr (3.6)

for which the result for the integral was presented above.

In summary, from a wind profile and a wave spectrum,

uspray is obtained with (3.5) and tspray with (3.6).

c. The time evolution of a droplet

Following Andreas (2005), the time evolution of a

droplet with initial radius ri is assumed to be of the form

r(t)� r
eq

r
i
� r

eq

5 exp
�t

t
e

� �
, (3.7)

where te, a kind of e-folding time, is the time necessary

to reduce the ratio of the lhs of this equation to 1/e, and

req is the equilibrium radius achieved when the droplet is

in equilibrium with the wet air. Andreas (2005) evoked

Pruppacher and Klett’s (1978) Eqs. (13)–(28) to describe

the time rate of change of droplet radius:

›r

›t
5

z

rh
, (3.8)

where

z [ (R
F
�1)�Y;

h [
r

spray
RT

D9
water

M
H2O

e
sat

(T)
1

r
spray

L
water

K9
air

T

L
water

M
H2O

RT
�1

 !
;

Y [
2M

H2O
s

sea

RTr
water

r
�

n
ion

F
spray

m
salt

(M
H2O

/M
NaCl

)

(4pr
spray

r3/3)�m
salt

;

and RF is the fractional relative humidity (i.e., 0 #

RF # 1); R 5 8.31 J mol21 K21 the universal gas con-

stant; MH2O 5 18.016 3 10�3 kg mol�1 the water mo-

lecular weight; MNaCl 5 58.443 3 1023 kg mol21 the

molecular weight of sodium chloride; D9water the molec-

ular diffusivity for water vapor; esat the saturation vapor

pressure for water; K9air the thermal conductivity of air;

ssea is the surface tension of a flat water surface; Fspray is

the osmotic coefficient; nion 5 2 the number of ions into

which a molecule of sodium chloride dissociates; and msalt

the salt mass in the droplet. The formulations for K9air

D9watermsalt, Fspray, and ssea adopted here are the same as

those presented by Andreas (2005), based on Pruppacher

and Klett (1978). For esat, we are using the Teten relation

(Soong and Ogura 1973),

e
sat

(T) 5 611 exp
17.27T

T 1 237.3

� �
,

where the temperature is given in Celsius and the water

pressure in pascals. The equilibrium radius req corre-

sponds to r satisfying ›r/›t 5 0 or z(r) 5 0. Although RF

changes while the radius is decreasing, this will be ne-

glected in evaluating req, as in Andreas (2005). Since Y

depends on r in the denominator of both terms, an inter-

active method is required to solve the equation z(req) 5 0.

As in Andreas (2005), the Newton iterative method can

be evoked. Supposing rig is the initial guess, the method

yields

r0
eq 5 r

ig

r1
eq 5 r0

eq�
z(r0

eq)

(›z/›r)jr0
eq

..

.

rn
eq 5 rn�1

eq �
z(rn�1

eq )

(›z/›r)j
rn�1

eq

, (3.9)

where

›z

›r
5

2M
H2O

s
sea

RTr
water

r2

�
n

ion
F

spray
m

salt
(M

H2O
/M

NaCl
)(4pr2r

spray
)

[4pr3r
spray

/3�m
salt

]2
.

One can note a discontinuity in ›z/›r when the de-

nominator of the second term is zero. This means that

the initial guess of r is crucial if the iterative method is to

converge to the correct value. The divergence will occur

if the first guess is smaller than the r corresponding to the

discontinuity. To avoid this problem the initial guess is

(r 1 0.1r), with

r 5
3m

salt

4pr
spray

 !1/3

.

The e-folding time te can be evaluated from the fol-

lowing procedure. For a function H(t) defined by
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H(t) 5 ln
r(t)� r

eq

r
i
� r

eq

 !
,

one can observe that H(te) 5 21 and H(0) 5 0. Ex-

panding H(t) in Taylor series around t 5 te/2,

H(0) 5 H(t
e
/2)�

t
e

2

›H

›t

				
t

e
/2

1
t

e

2

� �2›2H

›t2

				
t

e
/2

2 � � � ;

H(t
e
) 5 H(t

e
/2)1

t
e

2

›H

›t

				
t

e
/2

1
t

e

2

� �2›2H

›t2

				
t

e
/2

1 � � �

and subtracting these two expressions, neglecting terms

of order 3 and higher, the result is

H(t
e
)�H(0) 5 t

e
3

›H

›t

				
t

e
/2

5�1

or

t
e
5� ›H

›t

				
t

e
/2

 !�1

. (3.10)

From the definition of H(t) we have

›H

›t

				
t

e
/2

5
r

i
� r

eq

r(t
e
/2)� r

eq

 !
3

›r

›t

				
t

e
/2

(3.11)

with ›r/›t given by (3.8).

To estimate (›H/›t)jte/2 it is necessary to know r(te/2)

and (›r/›t)j
te/2. Since H(t) is nearly linear from H(0) 5 0

to H(te) 5 21, it is reasonable to assume that H(te/2) 5

2½; thus, we have

exp[H(t
e
/2)] 5

r(t
e
/2)� r

eq

r
i
� r

eq

5

ffiffiffi
1

e

r

or

r(t
e
/2) 5

ffiffiffi
1

e

r
3 (r

i
� r

eq
) 1 r

eq
. (3.12)

For each radius the numerical procedure consists in

applying the iterative method (3.9) for computing req.

Thus, r(te/2), given by Eq. (3.12), allows the evaluation

of (›r/›t)jte/2. using Eq. (3.8), and finally te is obtained

with Eq. (3.10).

d. Sea spray evaporated mass

If the evaporation process reduces a droplet from its

initial radius ri to rf, the total mass reduction per unit

area of sea surface per second is

F
evap

5 r
spray

ðr
H

r
L

(r 3 � r 3
f )

4p

3

dF

dr

� �
dr.

The value of rf is given by (3.7), which depends on the

residence time of each droplet: if the time necessary to

reduce ri to req is less than it, then rf 5 req; otherwise rf .

req. The residence time depends on the droplet radius

and height where it is released into the atmosphere.

Andreas (1992) considered the gravitational force and

air drag on a falling droplet with the drag coefficient

proposed by Friedlander (1977, p. 105); the final droplet

speed thus obtained is

U
f
5

2r2g

9n[1 1 0.158(2rU
f
/n)2/3]

r
water

r
� 1

� �
,

where Re 5 2rU/n is the traditional Reynolds number.

This transcendental equation is solved for Uf apply-

ing the Newton iterative method. Then, for a droplet

launched into the atmosphere at z 5 Z, the residence

time is Z/Uf.

Taking the droplet spectrum given by Eq. (3.3), we have

F
evap

5
4p

3
r

spray
R1.5

B (f
1
� f

2
) (3.13)

in which

f
1

5

ðr
H

r
L

r3 f
2
(r) dr;

f
2

5

ðr
H

r
L

r3
f f

2
(r) dr.

The value of the first integral was presented at the end

of section 3a, while the second can be calculated by its

discretized formulation.

e. Numerical integration procedures

The treatment of the effects of the droplets in the nu-

merical model relies on both the amount of mass ejected

into the atmosphere (so as to evaluate the sensible heat

and spray stress) and the mass evaporated, which de-

pends on the evolution of the spectrum (so as to evaluate

the latent heat released).

The estimation of the mass ejected does not offer

any difficulty, because Fspray is given by Eq. (3.2), with

8.691 3 10�15R1.5
B m s�1 replacing the integral and R1:5

B

evaluated from the wave and atmospheric models at

each time step. On the other hand, the mass evaporated

f2 in Eq. (3.13) requires more complex computations.

Instead of computing f2 each time step, we decided to

prepare a table so its value can be recovered as a function
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of T, RF, and Hs. To prepare the table, first it is necessary

to compute req for each ri from 30 to 500 mm, which de-

pends on RF, T, and salinity S. However, we assume S 5

0.034 5 const, and req is computed from T 5 273 to 300 K,

each 1 K, and RF from 0.1 to 1, each 0.01. The bulk mo-

lecular diffusivity of water vapor in air Dw is computed

with T0 5 273.15 K, and p0/p 5 1.0135. The value of the

surface tension swater (0.007 51 J m22) for pure water at

T 5 273.15 K is used.

After expressing req as a function of T and RF, the next

step is to compute the e-folding time te, so the evolution

of each droplet radius can be described by Eq. (3.7). For

this, it is required to evaluate r(te/2) using Eq. (3.12),

›z/›rj
te/2 from Eq. (3.8), and ›H/›tj

te/2 from Eq. (3.11).

Finally, te given by Eq. (3.10) can be estimated for the

same range of T and RF used above.

The final requirement for computing f2 is to know rf,

which depends not only on T and RF but also on the res-

idence time. We compute the residence time, as presented

above, for Hs 5 1, 2, 3, 4, 5, and 6 m, and finally f2 can be

stored in the table for the same range of T, RF, and Hs

proposed above. We noted that, for T and RF constants,

the variation of f2 is nearly linear with Hs. Then, during

the model integration, a linear interpolation is used to

compute f2 at intermediate values of Hs, T, and RF.

4. Wave stress

The wave stress implies momentum transfer from the

atmosphere due to the decrease of surface wind velocity

caused by the surface waves. In section 2c, we emphasized

the distinction between friction velocity u* defined from

total stress and from turbulent stress; in this section, we

write u* referring to the turbulent stress. Charnock (1955)

suggested the parameterization of the sea surface effect

on the atmosphere with the surface roughness z0 in the

form

z
0

5 a
u2

*
g

, a 5 0.0185. (4.1)

Later, analysis of laboratory and field observations

revealed that a could not be considered constant. Several

relations have been proposed, some using properties of

the wave spectrum (e.g., wave age and wave steepness)

and others employing directly the energy transferred by

the wind to the windsea spectrum. In this aspect, much

research has shown that most of the wave surface stress

is due to the high frequency spectral components (e.g.,

Makin and Kudryavtsev 1999; Donelan 1998); this can

be simulated by a numerical model only if it considers

these components explicitly instead of derived param-

eters (such as wave age or wave steepness). Then, wave

age and wave steepness are regarded here as less accu-

rate parameterizations: to know the consequences of their

implementation is an important aspect.

a. Wave age and wave steepness

Smith et al. (1992), examining the data of Humidity

Exchange over the Sea (HEXOS), found that

a 5 0.48
u*
C

p

 !
, (4.2)

where Cp is the phase speed of the peak frequency of the

wave spectrum, is a more appropriate relation. Volkov

(2001) examined a greater volume of data and con-

cluded that

a5
0.03

C
p

u*
exp �0.14

C
p

u*

� �� �
, 0.35 ,

C
p

u*
, 35

0.008, otherwise

8>><
>>:

. (4.3)

Since Cp/u* increases as the wave spectrum matures, it is

referred to as wave age.

In contrast with these two relations using the wave

age, Taylor and Yelland (2001) found good agreement

between the observations and the relation using the

wave steepness given by

z
0

5 H
s
3 a

H
s

L
p

 !b

, a 5 1200, b 5 4.5, (4.4)

where Lp is the wavelength at peak frequency. The ratio

Hs/Lp represents the steepness of the wave. In general,

for old waves one should expect small steepness and

high wave age, and the opposite for young waves.

b. Wind action on the wave spectrum

A more complex parameterization of wave-induced

stress, where the total source of energy to the wave spec-

trum is employed to computing the stress, was used by

Janssen (1989). Let E(u, s) be the wave variance density

spectrum, where u is the direction and s is the angular

frequency. The wave momentum Wm is (Janssen 1989)

W
m

(u, s) 5 r
water

sE(u, s),

and its time derivative owing to the wind action defines

the stress: if the wind direction is uwind, the rate of Wm

owing to its action becomes

t
wave

5 r
water

ð2p

0

ð‘

0

s
dE

dt
ds du, ju

wind
� uj # p/2,

(4.5)
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where twave is the wave-induced stress [Holthuijsen

2007, p. 291, Eq. (9.3.16)]. If a wave model is being in-

tegrated, only the wind’s contribution to the input of

energy at the rate of E(u, s) must be considered in (4.5).

In general, wave models cut the frequency domain at

a value scut; however, higher frequencies, not explicitly

resolved by the wave model, have a considerable con-

tribution to the effect of wave stress on the airflow

(Janssen 1991). Thus, for convenience, the wave stress

can be separated into two parts,

t
wave

5 t
wa

L
1 t

wa
H

,

where the first and second rhs terms refer to Eq. (4.5)

integrated from 0 to scut and from scut to ‘, respectively.

Because the wave spectrum is not represented by the

wave model for s $ scut, a distribution of energy must

be assumed. Following Janssen (1992), it is given by

E(u, s) 5
s

cut

s

� �5
E(u, s

cut
) for s $ s

cut
. (4.6)

In wave numerical models, the source term Sin(u, s)

due to wind action is parameterized by the relation given

by Phillips (1957) and Miles (1957):

dE

dt

				
wind

5 S
in

(u, s) 5 a
w

1 b
w

E(u, s),

where aw and bw are the coefficients leading to a linear

growth and to an exponential growth of E, respectively.

As suggested by Cavaleri and Malanotte-Rizzoli (1981),

the linear term a has the form

a
w
5

r

2pg2
(u* cosu)4

3 exp � s

s
peak

 !
, ju�u

wind
j# 908

0, otherwise

8>><
>>:

,

where speak 5 (2p 3 0.13g)/(28u*) is the peak angular

frequency for the fully developed spectrum. The expo-

nential growth term bw, as given by Janssen (1992), is

written

b
w

5s
r

r
water

1.2

K2
� ln4(�)

� �
u* cosu

C

� �2

,

where

�[
u*
kC

� �2 gk2(z
0
1z

1
)

u2
*

 !
exp

kC

u* cosu

� �
,

C is the phase speed of the component with frequency s,

and (z0 1 z1) is the effective roughness length given in

section 2c. The numerical procedure computes t
waL

1

t
waH

using the discretized integral in the form

t
wave

5r
water

�
s

�
u

s[E(u, s) 3 b(u, s)1a(u, s)]DuDs,

(4.7)

with s discretized from the minimum model value to a

maximum value, where the increment in the integral

becomes nearly zero.

5. Numerical experiments

The experiments consist of defining an initial profile

and roughness length z0 and representing an artificial

meteorological event by the terms RX in Eq. (2.1) that

are able to maintain the initial state in equilibrium. The

initial condition is constituted by a wind speed 15 m s21,

potential temperature 280 K, and relative humidity 90%.

At elevation z0 a wind speed of zero is imposed. The sea

temperature and salinity are maintained constant: 285 K

and 0.034. The air temperature at surface is initially 285 K,

which makes the surface layer statically unstable. A very

small roughness length z0 5 0.0001 m is imposed to

maintain the initial profile.

The equilibrium is broken by a windsea spectrum,

and the model is integrated until a new steady state is

achieved with no modification of the wave spectrum. Of

course, in nature it is impossible to keep an initial profile

in steady state over the sea with a constant z0 because

the equilibrium is obtained only when the wave spec-

trum achieves its fully developed stage determined by

the local wind, interfering in u* and z0 and modifying the

atmospheric profile itself. However, the maintenance of

a constant wave field during the integration is a reason-

able assumption when one realizes that the atmospheric

response to surface interference is immediate, while

a steady wave spectrum is established only after several

hours or days; our numerical experiments show the at-

mosphere achieving a steady state in less than 1 h.

a. Wave stress

The numerical experiments consist of breaking the

initial balance by imposing a spectrum at a fully developed

stage generated in a remote region: that is, not associated

with the local wind speed. The incoming spectrum will be

characterized by its peak period Tp, varying from 2 to 20 s.

Each Tp (51/fp) defines a Joint North Sea Wave Project

(JONSWAP) spectrum in the form

F( f )5a
e

g2

(2p)4 f 5
exp �5

4

f
p

f

� �4
( )

g
exp[�1/2[( f� f

p
)/(s f

p
)]2]

(5.1)
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with ae 5 0.0081, s 5 0.07 (0.09) for f # fp ( f . fp), and

g 5 3.3 (Holthuijsen 2007). In the numerical model, this

spectrum is discretized in 36 directions and 25 frequen-

cies, defined by

u
i
5 i310 i510, . . . , 36,

f
i
5 f

1
3c(i�1) i51, . . . , 25,

with f1 5 0.030 93 rad s21 and c 5 1.1; these frequencies

correspond to periods from 2.5 to 32.3 s. Because the

first model period is 2.5 s, experiments with peak period

equal to 2 s has nearly no wave energy.

We will refer to the wave steepness (Taylor and Yelland

2001), wave age (Volkov 2001), and wind input of energy

(Janssen 1991) parameterizations presented in section 4

as WaSt, WaAg, and WiAc, respectively. Before consid-

ering the model results, it is instructive to carry out some

discussion about the parameterizations.

In the classical wave-age scaling (Cp/u* or Cp/U10), a

wave spectrum is defined as young while its character-

istic phase speed is lower than the wind; that is, Cp/U10 , 1.

When Cp/U10 ’ 1, the spectrum achieves a mature stage

and the source terms (energy input, dissipation, and non-

linear transference) are in balance. When this scale is

greater than 1, the spectrum is considered old. However,

the wave age definition using the friction velocity u*
rather than U10 is more appropriate because it includes

the stratification of the atmosphere and eliminates the

specification of a reference height for the wind. Using

this scale, a wave spectrum is mature in the range 20 #

Cp/u* # 40 (Drennan et al. 2005).

A correspondence between wave age and wave steep-

ness scales was presented by Sverdrup and Munk (1947).

They plotted observed data of steepness Hs/Lp versus

Cp/U10; the steepness increases with Cp/U10 increasing,

achieves a maximum (nearly 0.1) for Cp/U10 ’ 0.4, di-

minishes with Cp/U10 increasing up to ’1.4, and stays

constant for Cp/U10 . 1.4. Then, we can infer that the

wave steepness Hs/Lp scaling is high during early wave

development and decreases as the spectrum matures.

Carter (1982), considering the JONSWAP fully developed

spectrum for deep water, estimated Hs 5 0.0248U2
10 and

Tp 5 0.729U10, which can be used to compute Lp from the

dispersion relation L 5 gT 2/(2p). From these relations, it

follows that Hs/Lp 5 0.0299 for the fully developed stage,

which can be considered the separating value between

an old and young spectrum.

Laboratory and field tests with these two scalings show

that both approaches have limitations in reproducing the

data collected. Drennan et al. (2005), comparing these

two approaches employing data from several experi-

ments, recommended the threshold Hs/Lp 5 0.02, below

which the steepness parameterization given by Eq. (4.4)

produces underestimated z0. For younger waves (Cp/u* ,

20), they concluded that the data are better reproduced

by the wave age formulation. Then, from their research

we can expect some satisfactory results using a steepness

scale only for old waves or swell.

Although the two scalings discussed above employ the

spectrum parameters Hs, Lp, and Tp, the WiAc param-

eterization needs the spectral description and seems to

be much more sensitive to high than low frequencies,

meaning that swell and old waves will have minimal im-

pact on the wave stress, in agreement with the obser-

vations of Makin and Kudryavtsev (1999) and Donelan

(1998).

The use of the deep water dispersion equation to as-

sociate the peak period and peak wavelength requires

some consideration; Plant (2009) mentioned that, in gen-

eral, these quantities cannot be related by this equation,

which provides a wavelength smaller than the true value.

The magnitude of the error depends on the spectrum

shape and it is greater for wider distribution of energy

among the frequencies [large g in Eq. (5.1) establishes a

wider distribution]. Inspection of his figures shows that,

for the JONSWAP spectrum with g 5 10, the wavelength

given by the dispersion relation is roughly 20% smaller.

Then, as the wavelength in this research is obtained from

the peak period through the dispersion relation, it must

be regarded as an underestimate of the true value.

1) TAYLOR–YELLAND PARAMETERIZATION

(WAST)

Once the steepness for the fully developed spectrum

in deep water is set to 0.0299, then z0 is determined only

by Hs through Eq. (4.4); using the Carter (1982) re-

lations in the range 2–20 s for Tp, we obtain z0 increasing

with Hs and equal to 0.0031 m for Tp 5 20 s, which

corresponds to U10 5 27.4 m s21. However, it is unlikely

to have a full spectrum generated by this wind value. A

full JONSWAP spectrum generated by U10 5 15 m s21

has Tp 5 10.9 s, Hs 5 5.6 m, and Lp 5 187 m in deep

water; in this case, the WaSt parameterization provides

the roughness length z0 5 0.000 93 m. Also, a z0 can be

related to a large range of steepness if the spectrum is

not fully developed. For these reasons, it seems more

instructive to evaluate the impact of WaSt as z0 varies.

Figure 1 exhibits U10 after the new equilibrium is

achieved with z0 ranging from 0.0001 to 0.0009 m. In

general, we note a great impact, even for small z0. For

example, for z0 5 0.0005 m, U10 is reduced to 12.9 m s21.

The explanation for this result is that, since z0 is fixed for

each experiment, the only way to accommodate the

changes of u* and Obukhov length equilibrium is by

the adjustment of U10.
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2) VOLKOV PARAMETERIZATION (WAAG)

Although in the WaAg parameterization the forcing

incoming wave is specified by Cp constant, in contrast to

the WaSt parameterization z0 can change responding to

u*. Therefore, during a numerical simulation with Cp

fixed, the scale wave age can evolve until a new wind

profile in equilibrium with the imposed wave is estab-

lished. Then, to quantify the effect of this parameteri-

zation, it seems better to study the impact on the model

profile resulting from perturbation owing to spectra

represented by Tp (or Cp). We will obtain its role by

varying Tp from 2 to 16 s, which corresponds to a fully

developed spectrum generated by U10 from 2.7 to 22 m s21

in deep water.

Figure 2 shows z0 and U10 after a steady state is es-

tablished. One can note that the maximum impact on

U10 reduces it to 11.9 m s21 when z0 is about 0.002 m for

Tp 5 2 s. For Tp $ 11 s, the impact on U10 is minimal,

less than 3%. In contrast with WaAg, the WaSt pa-

rameterization shows that the greater Tp is, the larger

the impact on the wind profile. The reason for the dif-

ference is that the WaAg parameterization uses a pa-

rameter describing the maturity of the wave age: since

the experiment starts with a 10-m wind 15 m s21, which

corresponds to Tp 5 10.9 s [according to Carter’s (1982)

relations], any spectrum with Tp smaller is considered

young; in this situation, the WaAg parameterization

responds with large a [Eq. (4.3)] and z0 is enhanced.

Then u* increases while U10 decreases. In the ensuing

time steps, U10 decreases owing to the strong wave

stress, reducing z0 and u* to establish a new equilibrium.

Actually, this parameterization transfers more energy

from the wind when the spectrum is young. The older

the spectrum, the smaller the a, the z0 and the impact on

the wind.

3) JANSSEN PARAMETERIZATION (WIAC)

In experiments with the WiAc parameterization, we

perturbed the initial condition imposing a fully de-

veloped spectrum with Tp varying from 2 to 20 s. The

results are presented in Fig. 3 with a solid line. One can

note the impact on U10 increasing with Tp up to 6 s and

remaining nearly constant beyond 8 s. This means that

low frequencies have smaller impact on the results. To

confirm this assessment, we carry out simulations with

the same range of Tp, but imposing (i) no energy at

frequencies higher than the first model frequency cor-

responding to T 5 2 s (dashed line in Fig. 3) and (ii) no

energy at frequencies smaller than the first model fre-

quency (dotted–dashed line). The results show nearly no

impact on the wind profile when the low frequencies are

FIG. 1. Steady-state speed U10 (m s21) as a function of the roughness length z0 (m) using the

Taylor surface stress parameterization. The initial atmosphere has U10 5 15 m s21, potential

temperature 280 K, and relative humidity 90%, except at surface where the wind speed is zero

and the temperature is 285 K. The sea temperature and salinity are 285 K and 0.034, respectively.

The surface pressure is 1013.5 hPa. Heat and mass transported by droplets are switched off.
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discharged. On the other hand, the high frequencies still

have a great impact on the profile. As opposed to the

WaSt and WaAg parameterizations, the WiAc param-

eterization does not feel any scale, it simply transfers

energy to the wave, and this depends strongly on the high-

frequency stage of the spectrum: the higher the energy

transference by wind onto high frequencies, the more

pronounced the impact.

b. Droplet load stress

The wave-induced stress and droplet load certainly

are implicitly considered in the WaAg and WaSt pa-

rameterizations, as both are obtained from observations.

However, in a numerical model with the analytical WiAc

parameterization these effects must be incorporated

explicitly. As presented in section 2c, the surface stress

depends on twave, whose effect was studied above, and

tspray, given by Eq. (3.6). The latter stress is computed with

u* and fp, both required by the windsea Reynolds number,

whereas Hs is used to calculate uspray with Eq. (3.5). The

experiments with the WiAc parameterization described

above are carried out with Tp from 2 to 20 s, but including

tspray provided by the respective fully developed spectrum

and imposing initially U10 5 15 or 30 m s21. The results

are presented in Fig. 4, where the dashed (solid) line

represents the steady wind when the load spray is included

(excluded); as should be expected, the greater the period,

the more noticeable the load effect. However, it is very

small for U10 5 15 m s21 but increases with U10; for

example, for Tp 5 20 s, the reduction without (with) load

is from 30 to 24.7 (23.8) m s21.

c. Latent and sensible heat

To study the effect of latent and sensible heat, the

initial profile in equilibrium is perturbed by a fully de-

veloped wave spectrum with peak period ranging from 2

to 20 s. Then the model is integrated until a new steady

state is achieved. Since the sea temperature is 5 K higher,

we expect a positive contribution to the air temperature

due to sensible heat. The negative contribution owing to

the droplet evaporation will depend on the air relative

humidity. We conduct the experiments with initial rela-

tive humidity equal to 50%, 60%, 70%, 80%, 90%, 95%,

and 100%; the equilibrium temperature u10 at z 5 10 m

obtained is plotted in Fig. 5 as a function of Tp.

The results with R% 5 100% show u10 increasing. As

Tp increases, the amount of injected warmer sea mass is

higher; therefore, the sensible heat transfer is higher.

However, even in this case there is some cooling by

evaporation because, when the air temperature increases

due to the sensible heat, the relative humidity decreases,

then some water will be evaporated. In the experiment

with R% 5 95%, the air shows a smaller heating for all Tp

analyzed, certainly owing to the evaporative cooling effect.

Figure 5 displays an interesting feature around Tp 5

10 s, where a maximum cooling is observed. A closer

analysis of the results reveals that, with increased Tp, the

amount of sea mass ejected increases; therefore, so does

FIG. 2. Roughness length z0 (m) (dashed line with vertical axis in the left) and speed U10 (m s21)

(solid line with vertical axis in the right) at equilibrium as a function of the peak period Tp (s),

using the Volkov surface stress parameterization: initial conditions as in Fig. 1.
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the water available for evaporation. However, unlike the

sensible heating, the evaporation is not proportional to

the ejected mass; for example, when R% ’ 100%, almost

all ejected droplets return to the sea and there is nearly no

evaporation. Because the sensible heat always increases

with Tp but the evaporation remains nearly constant from

a limiting Tp, the cooling becomes less significant for high

Tp; therefore, the consequence is an increase in the air

temperature. This can be noted in Fig. 5 for Tp . 10 s.

6. Summary and conclusions

We have investigated the response of an atmospheric

boundary layer model to parameterizations of the effect

of a sea surface wave spectrum. The model is one dimen-

sional, and the initial profiles of momentum, temperature,

and mixing ratio are maintained in steady state by an ex-

ternal forcing. A surface wave spectrum disturbs the bal-

ance through surface stress and spume droplets ejected

into the atmosphere by breaking waves. The model is

integrated until new steady profiles within the boundary

layer are obtained, so the effect of the wave spectrum

and the parameterization employed can be evaluated.

The imposed wave field is not allowed to be changed by

the local wind during the integration. This approach is

reasonable because the atmosphere’s response to sur-

face changes is immediate, whereas the wave spectrum

can take hours or days to achieve the fully developed

stage.

The effect of the wave stress is simulated and compared

using three quite different approaches: wave age (WaAg)

(Volkov 2001), wave steepness (WaSt) (Taylor and

Yelland 2001), and wind action on the wave spectrum

(WiAc) (Janssen 1991) parameterizations. While WiAc

uses the complete wave spectrum to compute the stress,

WaAg and WaSt are scaled with parameters derived

from it—namely, wavelength and speed of the peak

frequency and significant wave height (respectively, Lp,

Cp, and Hs). The experiments are carried out with a con-

stant wind U10 5 15 m s21, and each perturbation is

constituted by a full developed spectrum characterized by

its peak period varying from 2 to 20 s.

The results show the maximum roughness length z0 5

0.002 m in WaAg for Tp 5 2 s, reducing U10 to 11.9 m s21.

For a 10-m wind of 15 m s21 a spectrum with Tp 5 2 s is in

its young stage, the wave age parameterization provides

a large z0 so as to reduce the wind and transfers mo-

mentum to the wave until a new equilibrium is achieved;

because in our model the wave spectrum is not allowed

to grow, the only possible effect is a reduction of the wind.

For old waves WaAg provides a small z0, then the waves

have a negligible effect. In contrast with WaAg, the WaSt

parameterization uses only Hs and Lp and no information

about the wind speed; it provides a high z0 if Hs is large,

FIG. 3. Steady-state speed U10 (m s21) as a function of the peak period Tp (s), using the

Janssen surface stress parameterization. The solid line is for the complete wave spectrum, the

dotted–dashed line for spectrum comprising frequencies corresponding to periods smaller than

2 s, and the dotted line for periods greater than 2 s: initial conditions as in Fig. 1.
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which is the case for a fully developed spectrum with an

enhanced Tp. So, the effect of WaSt parameterization in

our experiments is opposite to that of WaAg.

On the other hand, the WiAc parameterization is very

sensitive to how the energy is distributed among the

frequencies, resulting in a large surface stress when there

is energy at high frequencies. The model shows that

spectral components with periods greater than 2.5 s have

nearly no effect on the wind profile. Also the droplet load

contribution to the total surface stress computed by this

parameterization can be neglected for wind U10 5

15 m s21. However, when the wind speed is doubled,

the stress due to the droplet load becomes nearly 1/5 of

the total stress.

Observations reveal that most of the wave stress arises

at high frequencies, which is truly simulated only by the

WiAc parameterization. Less accurate, the WaAg is

sensitive to young waves and can be employed to pa-

rameterize the wave effect, but in this aspect the WaSt

parameterization cannot be implemented because it

does not feel the high frequency waves.

In addition to the study of the surface stress effect on

the wind profile, the heat transfer accompanying the

production of spume droplets is examined with a mi-

crophysical model designed to be implemented in op-

erational weather forecasting models. It is similar to the

simplified droplet microphysics presented by Andreas

(2005), where the droplet evolution is described by four

parameters: equilibrium radius, equilibrium tempera-

ture, and their respective e-folding times. In the Andreas

model these parameters are predicted as functions of air

temperature Ta, ambient relative humidity R%, initial

radius ri, and sea salinity S; with the droplet residence

time computed from Hs, the sensible and latent heat

fluxes are calculated for each droplet. Then, the integral

over the radii [or over only one representative radius, as

suggested by Andreas et al. (2008) and Zhang et al.

(2006)] estimates these quantities, which are used to

compute the heat flux at the top of the droplet evapo-

ration layer (DEL). A boundary layer model transmits

the fluxes to higher levels.

The approximation suggested here to account for the

effect of the heat released differs from Andreas (2005)

in the following aspects:

d Only droplets with radius from 30 to 500 mm are

considered.
d The sensible heat is immediately released, so the

e-folding time for the equilibrium temperature is not

necessary.
d Each droplet evolves toward a final radius according

to its equilibrium radius and residence time while the

air temperature decreases, but the overall droplet ef-

fect does not lead to a supersaturated layer.
d The sea salinity variation has small impact for radii

superior to 30 mm and is considered constant.

FIG. 4. As in Fig. 3, but with initial U10 5 15 and 30 m s21 with (without) droplet load

represented by solid line (dashed line).
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d The droplet spectrum is assumed as a product of two

functions, so the integral over the droplet radii can be

analytically evaluated and stored in a table, depending

on Ta, R%, and Hs. The computation of the latent heat

is completed by multiplying the table value with the

windsea Reynolds number.
d Instead of predicting the heat fluxes at the top of the

DEL, the heat and water vapor released are distrib-

uted into two sublayers within the first model slice

(from surface to 10 m), and the partition depends on

Hs such that when it is smaller than 1 m only the

sublayer adjacent to the surface is affected.

Concerning the last assumption, the distribution of heat

release and water vapor into the two sublayers is based

on qualitative arguments with magnitudes depending on

Hs: thus the higher the wave, the more homogeneous the

partition.

The effects of these approaches are investigated im-

posing sea and air surface temperature 285 K, air tem-

perature 280 K at higher levels, and wind speed 15 m s21.

Therefore, the sensible heat warms the atmosphere while

the latent heat cools it. The balance between these two

opposite effects is controlled by (i) the wave spectrum,

which is responsible for the amount of water mass

launched into the atmosphere transporting sensible heat,

and (ii) the air relative humidity, which controls the

latent heat. As should be expected, for R% 5 100% the

cooling is small and the air temperature increases. Also,

the smaller the R%, the more pronounced the cooling.

The dominance of the cooling is noticeable mainly in the

range of smaller significant wave height; for example, the

air temperature decreases 3 K for R% 5 50% and Hs 5

4.6 m (corresponding to Tp 5 10 s for a fully developed

spectrum): for such low R%, the warming effect increases

with increasing Hs so that, for Hs . 5 m, the cooling be-

comes less competitive and the warming more noticeable.

For future research, we plan to implement the WiAc

surface stress and the droplet parameterization pro-

posed in an operational atmospheric model coupled

with a sea surface wave model so as to simulate realistic

synoptic-scale meteorological events accompanied by

strong wind, such as in developing extratropical cyclones,

and calm wind with large fetch, as observed in the trade

wind region.
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