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Introduction

 Chemical Weather model:

 Requires HPC resources

 Difficult to uses

 Some objectives:

 Provide more reliable regional emission and climate change

scenarios for South America

 Implement regionally coordinated chemical weather forecast

tools.

 Use CATT-BRAMS model for chemical weather forecast:

 Needs great amount of computational power and a large

amount of data

 Grid technology use is a natural step to follow
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Chemical Weather Forecast

 MAKESFC: generate topography files and  
set domain for the simulation

 MAKEVFILE: Builds initial and boundary 
conditions for simulation

 INITIAL: Execution (serial or parallel ) in 
meteorological or environmental mode. 
Environmental mode enables the 
emission, tracer and transport model. 

 Post-processing: 

 RAMSPOST : file conversion from 
model output format (RALPH) to Grads 
format

 Visualization: Grads generates a few 
diagnostic meteorological charts in 
order to know if the simulation has 
performed correctly
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Grid Environment Execution
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Result

Analysis files

History files
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Grid application implementation

Adds an entry to the 

AMGA database related 

to the Grid Job: JobID, 

JobName, UserInterface, 

VO, User, Namelist, 

Executable

Sends the job to the grid
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Grid Services Infrastructure

Grid middleware and services 
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Grid Services Infrastructure
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Portal development and integration

SAEMC Grid 
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Network Connectivity
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Portal development tools

Liferay Portal is the open source
enterprise portal solution, based in
Java EE plataform. It is a portlet
container responsible for integrating
all the available portlets and display
them properly to users. Portlets are
independent components used to
provide content and informations in a
portal.

Apache Maven is a software project
management. Based on the concept
of a Project Object Model. It can
manage a project's build, reporting
and documentation from a central
piece of information.



American Geophysical Union - AGU - August 2010

Portal development tools

Hibernate facilitated the storage
and retrieval of Java domain objects
via Object/Relational Mapping.

Facelets is an open source web
framework under the Apache license
and the default view handler
technology for JavaServer Faces
(JSF).

JavaServer Faces technology
establishes the standard for building
server-side user interfaces.

ICEfaces is more than a Ajax JSF
component library, it's an Java EE
Ajax framework for developing and
deploying rich enterprise applications
(REAs).
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Portal development tools

jLite is a Java library providing simple
API for accessing gLite based grid
infrastructure. It is intended for Java
developers who struggle with gLite
middleware and want to reduce time
and effort needed to build a cross-
platform grid application on top of the
EGEE grid infrastructure.

Java Commodity Grid (CoG) Kits is
an API that provides important features
of Globus Toolkit such as the
implementation of GSI (Grid Security
Infrastructure) based on Java, GridFTP
and MyProxy. CoG Kit is used to
provide credentials management within
portal.
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SAEMC Portal
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Credential Management
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CATT-BRAMS parameters definitions
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Job submission / control
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Visualization
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Computing Element rank
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Conclusion

• We have a working grid between CMM and CPTEC.

• Installation/Configuration/Tests of grid services is not
easy.

• We faced Communication problems that will be solved
soon with a better connectivity of CMM cluster to
RNP/CLARA.

• Thanks to grid integration with other VOs, The CATT-
BRAMS job ran successfully in many grid sites around
the world and Chile grid site has been certified by
IGALC.

• For the portal version 2, we need to install and tests
storage grid services clients on Brazil cluster.
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“Pros” of the Grid approach

• Distributed computing power leads to cooperation
at several levels, technical and scientific as
example.

• Can re-utilize more efficiently the aging existing
infrastructure, sharing computing time among the
community.

• Can leverage the use of existing networking.
• Can bring focus on the area of expertise of the

scientific, how the is the simulation/work is done is
completely transparent.
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Next Steps

 Include:

• Date/time/level selection for visualization 

• Parameters definition

• Graphical area selection

• Features discussed with SAEMC community
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Thank you!

Contact: eugenio.almeida@cptec.inpe.br


