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Related to activities of a RDP targeting HIW 

over La Plata Basin

Chaos is inherent to weather forecast no 

matter the scale

The scales involved in high impact weather 

are much finer than the current Global 

EPS

Similar initiatives in North America (SREF) 

and Europe (SREPS)

Liaison with CHUVA project  

MOTIVATION



1) To assemble a "system" of ensemble 

prediction using very high resolution 

LAM

2) Assessing the forecasts skill

3) Learning from the experience 

OBJECTIVES



THE FRONT END



The front end



Disposition in layers

Transparency adjustement and zooming



Members Configuration

5 members in a core system

CPTEC-EPS
NCEP-EPS
GFS-DETERM

Homogeneous in domain size, horizontal and vertical resolution 

External collaborations: WRF-UBA-UNNE, WRF-Argentina SMN, WRF-

UFSM and MESO-NH-LA



Key issue: how to choose one member 

(possibly the best one) among several

Premisse: the ensemble mean is the most 

likely scenario to occur  

Based on spatial similarity between each 

member and the ensemble mean

Ranked spatial correlation in the first 48 

hours

REPRESENTATIVE Member



REPRESENTATIVE Member

ENSEMBLE MEAN



INTERCOMPARISON
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TIGGE CONTRIBUTION



Resources spent

7.3 daily GB from NCEP EPS (up to 120h). Total: ~370G.

69 daily GB from CPTEC EPS (up to 360h). Total: ~3.5T.

2.2 TB from BRAMS-CPTEC_EPS

2.2 TB from BRAMS-NCEP_EPS

2.2 TB from WRF-CPTEC_EPS

2.2 TB from WRF-NCEP_EPS

2.2 TB from WRF-GFS

Many hours of supercomputing CPU. Three machines. Five 

accounts.

More than 20 people involved directly or indirectly  

11.0 TB



• In general the probability of occurrence 

of extreme 24h precipitation detected 

the main events 7-8 days in advance

• CPTEC EPS was also able to anticipate the 

main events with this lead time

• High resolution ensembling is a resource 

consuming activity

• The tip of the iceberg

Thoughts


